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Abstract: Recently, Natural Language Inference has attracted the attention of research communities 

due to its application in the Natural Language Processing fields. In this paper, we describe an 

empirical study of data augmentation techniques with various pre-trained language models on the 

bilingual dataset which is presented at the VLSP 2021 - Vietnamese and English-Vietnamese 

Textual Entailment. We investigate and compare the effectiveness of a monolingual and multilingual 

model by applying the machine translation tool to generate new training set from original training 

data. Our experimental results show that fine-tuning a pre-trained multilingual language XLM-R 

model with an augmented training set gives the best performance. Our system ranked third at the 

shared-task VLSP 2021 with about 0.88 in terms of accuracy. 

Keywords: Vietnamese and English-Vietnamese Textual Entailment, Pretrained language models, 
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1. Introduction  

In recent years, Natural Language Inference 

(NLI) has drawn the attention of a large number 

of research communities. It is not only important 

in academics but also is extremely useful for 

many information monitoring applications, 

namely opinion mining, brand and reputation 

management, and especially fake news system 
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and applications involving semantic 

understanding [1]. 

In solving NLI problems, the common 

approach is to examine the relationship between 

a pair of sentences or paragraphs (premise and 

hypothesis) and whether they semantically 

agree, disagree, or are neutral to each other [2]. 

In the shared-task VLSP 2021: “Vietnamese and 

English-Vietnamese Textual Entailment” [3]. 

This task is presented as a multi-class 
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classification problem involving sentences_1 

and sentences_2 and the output is a relation of 

two sentences. Table 1 presents an example in 

this task. 

In Natural Language Processing (NLP), most 

machine learning models typically depend on the 

quality and amount of training data; however, 

collecting and annotating sufficient data is a 

complicated task. In addition, most available 

datasets are annotated for rich-resource 

languages such as English, Chinese, and others. 

Many studies have focused on data 

augmentation techniques for the low-resource 

language to solve this gap. Data augmentation is 

one of the techniques to increase the number of 

samples from an existing dataset and enhance the 

morphology and diversity in the training dataset. 

Therefore, decreasing dependency on potentially 

costly and time-consuming data collecting. This 

technique is simple yet powerful and can work 

effectively in numerous languages and tasks  

in NLP. 

The concept of back-translation first is 

applied in the work of [4]. The authors used the 

back translation method to create more training 

samples to improve the model’s performance. 

Besides, this technique is more commonly 

utilized in other tasks such as Sentiment 

Analysis, Question Answering. On the NLI task, 

it is more difficult to classify the relation of two 

sentences because modified versions of the 

original sentences may no longer have the same 

meaning and entailment.   This paper takes 

advantage of the peculiar bilingual dataset in the 

VLSP 2021 competition, presents an empirical 

study on the sentence pair reversal data 

augmentation technique. The sentence pair 

reversal technique translates a sentence from one 

language to another language. This technique 

can help our system learn evenly distributed and 

not focused on a specific language; therefore, 

our model can learn contextually better than the 

original dataset. However, the threat is that data 

may lose meaning during translation, or even 

worse, or be misleading. As a result, we must 

exercise caution in terms of accuracy and make 

excellent use of translation. For that reason, in 

this paper, we focus on investigating the two 

available translation techniques and choose the 

one that provides the best results. 

Our study is conducted to try to answer two 

research questions as follows: 

• Consider whether the cross-lingual 

transfer   and   automatic   translation can 

perform well in state-of-the-art pre-trained 

language models such as XLM-R, PhoBERT. 

• Whether the sentence pair reversal 

technique helps us achieve better results or not, 

and whether it will interfere with the data noise 

or not. 

The organization of the paper is as follows: 

In Section 2, we will discuss some related works 

on this topic, and Section 3, we will explain more 

about our system overview. Section 4 is our 

results and the performance analysis. Section 5 

is the conclusion and the future work. 

2. Related Works 

2.1. Natural Language Inference 

Early works on Natural Language Inference 

have been performed on rather small datasets  

with more conventional methods.   NLI was 

studied by Bill Maccarney at Stanford 

University in [5]. 

Until 2015, the first large dataset annotated 

for NLI was published by Stanford University 

and was named as SNLI [6] with 570,000 

human-annotated sentence pairs. The authors 

also experimented on this dataset by using 

simple classification models and simple neural 

networks to encode the premise and hypothesis 

independently. 

Since then, many datasets have been 

annotated by many research groups in the world. 

In particular, the Multi-Genre Natural Language 

Inference (MultiNLI) corpus [7] was collected 

and annotated with the same size as the SNLI 

dataset. Recently, XNLI [8] was released in 

2018. This dataset is an evaluation set grounded 

in MultiNLI for cross-lingual Understanding 

(XLU) in 15 languages, including low-resource 

languages such as Vietnamese. 
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For Vietnamese languages, the organizing 

committee was provided the team participant a 

bilingual dataset with 16,200 sentences in the 

shared-task “VLSP 2021: Vietnamese and 

English-Vietnamese Textual Entailment”. Each 

pair in the dataset can be annotated in English 

and Vietnamese language. 

With the development of pre-trained 

language models, there has been a lot of research 

towards multilingual transformers [9, 10]. It has 

focused on either studying the representation of 

different   levels   in the transformer architecture 

or the lexical overlap across languages. In [11], 

they studied the effects of network depth and the 

number of attention heads on cross-lingual 

transfer performance as well as syntactic and 

word-order similarity. In addition, Wu and 

Dredze [12] reported favorable results for cross-

lingual transmission across a wide variety of 

languages. In [13], the authors emphasized 

transfer across particular tasks such as POS 

tagging and NER. In contrast, in this paper, we 

focus on diverse types of linguistic transfer, 

which has gotten less attention and the 

significance of monolingual data in NLI transfer.  

Table 1. An example for the task of classifying the “premise” and “hypothesis” pairs. The “premise” can be 

written in English or Vietnamese, but the “hypothesis” is only written in Vietnamese 

Premise: Tổng thống Trump được cho là đang trải qua các triệu chứng nhẹ của virus corona, 

bao gồm ho, nghẹt mũi, sốt nhẹ và mệt mỏi. 

(President Trump is said to be experiencing mild symptoms of the coronavirus, including cough, stuffy nose, 

low-grade fever and fatigue). 

Hypothesis: Mặc dù Tổng thống Trump đã dương tính với COVID-19 nhưng vẫn chưa xuất 

hiện triệu chứng của bệnh. 

(Although President Trump has tested positive for COVID-19, he has yet to show any symptoms of the 

disease). 

Label: Disagree 

2.2. Data Augmentation 

Up to now, there are different data augmentation 

methods which were applied in various topic of 

NLP field, such as straightforward data 

augmentation   based on synonym replacement, 

back translation, or word embeddings, and text 

generation approach. 

• Thesaurus: Zhang et al. [14] introduced 

synonyms Character-level Convolutional 

Networks for Text Classification. During the 

trial, they discovered that substituting words or 

phrases with synonyms is one of the most 

effective methods for text augmentation. 

According to the geometric distribution, the 

author chose a word and replaced it with 

synonyms. Using an existing thesaurus can help 

generate a large amount of data in a short amount 

of time. 

• Back Translation:     Back-translation is 

the process of translating a target language 

sentence into a source language sentence and 

then combining the source sentence with the 

back-translated sentence to train a model. So the 

number of training data from the source 

language to the target language can be increased. 

In two works [4, 15], the authors applied the 

back translation method to generate more 

training data and improve the performance of the 

model. 

• Word Embeddings: During the research 

of Wang and Yang [16], proposed to use k-

nearest-neighbor (KNN) and cosine similarity to 

find the similar word for replacement. To 

execute similarity searches, they can use pre-

trained traditional word embeddings like 

Word2vec, GloVe, and Fast-text. Instead of 

employing static word embeddings, Fadaee et al. 

[17] employ contextualized word embeddings to 

replace target words in low-resource languages. 

They employ text augmentation to validate the 

machine translation model. TDA, which stands 

for Translation Data Augmentation, is the 

proposed approach. The experiment 
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demonstrated that text augmentation improves 

the machine translation model. 

• Text Generation: Unlike the preceding 

technique, instead of substituting a single or few 

words, Kafle et al. [18] proposed generating the 

whole sentence. The first technique is to employ 

template augmentation, which involves utilizing 

pre-defined questions with rule-based answers to 

combine with the template questions. The 

second method employs LSTM to construct a 

question by supplying an image 

characteristic.This method is supposed to boost 

the amount of data by a substantial amount. 

However, data augmentation in the text-based 

tasks remains the challenge due to the structure 

of writing, in which the basic unit (typically a 

word) has both a syntactic and semantic meaning 

that is dependent on the sentence’s context. In 

general, changing the word may lead to a 

different meaning or make noise in the sentence 

that affects the augmentation technique’s 

effectiveness. 

3. System Overview 

In this section, we describe our approach to 

solve this task, including the following sub-

sections: 1) Data Pre-processing; 2) Data 

Augmentation; 3) Classification Architecture; 4) 

Experiment Setup. 

3.1. Dataset Pre-processing 

To extract useful features, we applied 

different pre-processing steps on the text input, 

which are outlined below: 

• Step 1: We removed characters such as 

punctuation, icon, hashtag, link URL, or words 

that are not alphanumeric in two sentences. 

• Step 2: Removing the null and noise 

samples in the training set (usually containing 

the only character “bỏ”). This must be a small 

mistake in the training set. 

• Step 3: After that, we replace words with 

synonyms without affecting the meaning of the 

sentence based   on the manually dictionary from 

the training set. For example, same words such 

as “Coronavirus”, “COVID-19”, “SARS-COV-

2” were replaced to “corona”. 

Besides, we applied the removing “stop 

words” technique in our pre-processing steps; 

however, the results were ineffective. Removing 

stop words in this task might break the link 

between the “premise” and the “hypothesis” 

sentences, resulting in unsatisfactory results. 

Table 2 shows the statistic after applying pre-

processing steps on both training and testing 

datasets. 

3.2. Data Augmentation 

Because of the advancement of machine 

translation models, data augmentation has grown 

in popularity in recent years. There are some 

available machine translation models to translate 

between Vietnamese and English language such 

as the Google Cloud Translation API1 and the 

VietAI Machine Translation2. From a limited 

training data source, it will automatically 

generate more training data and is considered 

semi-supervised learning [4, 15]. 

After experimenting with the paid version of 

Google Translation API and free version of 

VietAI Machine Translation, we found that the 

model translated by the Google Translation API 

give better results. Therefore, we used Google 

Translation API as the main translation tool for 

our experiments. There are three strategies based 

on the machine translation tool in our paper as 

follows: 

• Sentence Pairs Reversal: Given a source and 

target sentence pair (P, H), we would like to 

change it such that the semantic equivalence 

between P and H is preserved while the training 

instances are as diverse as feasible. Basically, 

this approach aims to create new sentences by 

reversing the pair of sentences (P, H) into (P’, 

H’). In this way, we can increase the training 

samples for our model. 

• Convert to English: Based on our survey, 

most pre-trained language models were 

developed for the English language, therefore, 

we translate whole Vietnamese sentences to 

English and experiment on fine-tuning pre-

trained language models such as XLM-R and 

Albert [19]. The sentences in the test set are also 

translated to English for the evaluation process. 
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• Convert to Vietnamese: As similar, we 

convert whole English sentences to Vietnamese 

sentence on the training and testing set, then train 

them by using the PhoBERT [20] and XLM-R 

model. 

Table 3 shows examples of data that have 

been translated with Google Cloud Translation 

API. Table 4 describes our dataset after applying 

Translation Data Augmentation. We are 

provided with a training dataset from the 

organizers (VLSP dataset). We used GG 

translation API to translate the dataset to English 

and named it VLSP_en. The VLSP_en will be 

used to evaluate on the 

 English private test data by ALBERT and 

XLM-R models. Following, the original dataset 

already contains 8,676 vi-vi sentences, so we 

translated the remaining 7,500 en-vi sentences to 

Vietnamese and named it VLSP_vi. The 

VLSP_vi will be used to evaluate on the 

translated private test data by PhoBERT. We 

also continue to translate the data by paired 

sentences reversal method in Section 3.2 and 

named it VLSP_au (including original dataset). 

And the final dataset is a combination of the 

VLSP_en, VLSP_vi with VLSP_au tuples we 

named it VLSP_au+en and VLSP_au+vi to 

evaluate efficiency of multilingual transfer 

learning technique. 
Table 2. Summary of the dataset after applying the 

pre-processing steps: 

 

Table 3. Examples of sentence pairs reversal data with P as a Premise and H as a Hypothesis 

Original pairs Augmented pairs 

P1(en): One of the few silver linings of the novel 

corona virus is that it mostly spares kids. 

H1(vi): Tất cả mọi người đều có khả năng lây 

nhiễm vi-rút corona như nhau, đặc biệt là trẻ nhỏ. 

P1’(vi): Một trong số ít những điều đáng 

chú ý của corona virus mới là nó hầu như không để lại cho trẻ 

em. 

H1’(en): Everyone has the ability to in-fect Corona viruses 

equally, especially young 

children. 

P2(vi): Theo Sở Y tế Bang Hawaii, hiện đã 

có 607 trường hợp được xác định nghi nhiễm 

Covid-19 ở đây. 

H2(vi): Hawaii là bang duy nhất chưa ghi nhận 

ca nhiễm COVID-19 nào. 

P2’(en):   According    to    the    Hawaii 

Department of Health, there are currently 607 cases of Covid-

19 identified cases here. H2’(en): Hawaii is the only state that 

has not recorded Covid-19. 

3.3. Classifier Architecture 

One of the purposes in our paper is to 

investigate the performance of multilingual 

models on bilingual dataset and monolingual 

models on the translated dataset. All mentioned 

models were used in the base and large version, 

except for ALBERT. 

Multilingual model: We chose XLM-R over 

mT5 [21] and mBERT [22] because XLM-R 

generally performs better than mT5, mBERT at 

the same model size (see original paper for 

details). The work of [23] demonstrated that the 

XLM-R model is currently the best multilingual 

model for Vietnamese language. 

Vietnamese Monolingual model: PhoBERT 

is one of the best monolingual models for 

various tasks in the Vietnamese NLP topic.   To 

employ this model, we use the VnCoreNLP [24] 

to perform word and sentence segmentation on 

the input as to their recommendation. 

English Monolingual model: As above 

mentioned, we use two pre-trained language 

models such as XML-R and Albert to train 

model on whole translated English dataset. 

Experiment Setup: To choose our best model, 

we ran various experiments to test the 

effectiveness of the different approaches. All 

experiments have been carried out with a 

learning rate set at 1e-5, using Adam optimizer. 

The batch size is selected in a set of {4, 8,16} 
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and 16 is the best value in our experiments. With 

maximum sentence length, we used 

{37,64,100,111,128} where 37 is the average 

length of dataset and 111 is the maximum length. 

We found that with a maximum sentence length 

at 100 we got the best results and did the training 

in 3 epochs. 

At VLSP 2021, we formulate our training 

data in a 10-fold cross-validation manner. From 

the models, we obtain the average probability of 

the response prediction. Then, we use ensemble 

methods as hard voting to make the final 

evaluation on the private test set. Table 5 shows 

our results when training the model with the 

above data sets using the same parameters. 

However, because we were given a private test 

set in the past study, we only trained on training 

data and assessed it on private test set. 

Table 4. Summary of the dataset after using data 

augmentation method 

 

Table 5. The results accuracy of the XLM-R model 

on each data set 

 

4. Results and Analysis 

We visualize stopword-removed data using 

Word Cloud Representation on English in Figure 

1 and Vietnamese in Figure 2. In the 

visualization, we easily notice that words which 

are semantically similar tend to appear more 

such as “corona virus”, “covid”, “virus”. By 

replacing those similar words with one synonym 

resulted in improvement of model performance, 

which was also proven by our paper in the VLSP 

2021 shared task. 

 
Figure 1. Visualize with Word Cloud Representation 

on English dataset. 

 
Figure 2. Visualize with Word Cloud Representation 

on Vietnamese dataset. 

 

Table 6. The experimental results of various 

Vietnamese and English Monolingual models: 

 
The main results of monolingual on English 

and Vietnamese datasets are shown in Table 6 

we present the whole model of various sizes. All 

results are evaluated on the private test set. For 

the private test set used for monolingual models, 

we also translated it into the same language for 

evaluation. Experiments using models 

ALBERT, RoBERTa, and PhoBERT on 
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Monolingual data results indicated that they 

performed worse than the Multilingual model 

XLM-R on Monolingual data. The reason might 

be the quality of the machine translation model 

to translate data to the source language. For 

VLSP_en and VLSP_vi data, the XLM-R model 

gives better results than the monolingual model 

by about 1% in terms of Accuracy (87% ∼ 88%). 

Like 6, Table 7 is the result we obtained after 

evaluating on the private test set for the datasets 

VLSP_au, VLSP_vi, VLSP_en, VLSP original 

datasets on XLM-R model. It can be seen that 

combining the datasets VLSP_en and VLSP_vi 

reduces the performance of the model. This is 

partly due to the fact that we employ automatic 

translation to translate the original VLSP data 

into VLSP_en and VLSP_vi, which have not 

been thoroughly tested by experts. The sentence 

pairs reversal approach improves the VLSP_au 

data with better results. It shows that this data 

augmentation technique is well suited to the 

problem of bilingual data. 

Figure 3 displays a confusion matrix of the 

best XLM-R model on the VLSP_au dataset. 

This model is trained on the VLSP_en and 

VLSP_vi dataset that gives more wrong 

predictions on the disagree class than the 

VLSP_au dataset. Therefore, our model is 

trained on the VLSP_au dataset produces high 

performances on three classes. The accuracy is 

more than 90%. This suggests that our model is 

highly compatible with providing a dataset in 

VLSP 2021. 

Table 7. The experimental results of various Multilingual models with mixed Multilingual and Monolingual: 

 
Figure 3. Confusion matrix of XLM-R model fine-

tuned on VLSP_au. 

 

5. Conclusion 

This research presents an empirical study on 

data augmentation techniques by using Google 

Cloud Translation API and fine-tuning pre-

trained language models. Our experimental 

results indicated that multilingual models such 

as XLM_R are suitable for the bilingual NLI 

dataset. Besides, with the sentence pairs reversal 

as the data augmentation technique, the 

performance can be better than other methods 

about 1-2% in terms of accuracy. For future 

work, investigating the attention model to extract 

emphasizing words in sentences that have the 

“disagree” label might be a new potential 

research direction. 
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