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Abstract: Continual relation extraction (CRE) is a critical task in natural language processing that
aims to learn new relation types incrementally while preserving knowledge of previously learned
relations. However, existing CRE models often struggle with catastrophic forgetting and inefficient
utilization of memory. In this paper, we propose a CRE model that leverages class-specific prototypes
and energy-based latent alignment to address these challenges. Our approach stores relation proto-
types instead of real data points, enriching them with Gaussian noise during training. We incorporate
contrastive learning to obtain effective representations for memory prototype data and introduce an
Energy-based Latent feature space Alignment (ELI) module to mitigate representational shift across
tasks. We evaluate our model on two benchmark datasets: FewRel, a balanced few-shot relation
classification dataset, and TACRED, a large-scale imbalanced relation extraction dataset. Extensive
experiments demonstrate that our proposed method consistently outperforms state-of-the-art CRE
models across multiple tasks, with improvements of up to 4% over existing methods. This consistent
superior performance highlights our model effectiveness in addressing the challenges of continual re-
lation extraction, particularly in maintaining performance across a sequence of tasks while mitigating
catastrophic forgetting.
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1. Introduction

Relation extraction (RE) is a fundamental
task in natural language processing that aims
to identify semantic relations between entities
mentioned in text [1, 2]. For example, given the
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”Location-of” relation and the sentence ”Hanoi,
the capital of Vietnam, is known for its iconic
landmark, the Temple of Literature.” with the
entity pair [Hanoi, Temple of Literature] as an
input, an RE model should recognize the given
relation between these two entities.
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Traditional RE models are trained on fixed
datasets with predefined relation types, limiting
their ability to adapt to new relations that may
emerge over time [3]. This poses a significant
challenge in real-world applications where the
number and type of relations can continuously
evolve. To address this issue, the paradigm of
continual relation extraction (CRE) has been
proposed, enabling models to learn new relation
types incrementally while preserving knowledge
of previously learned relations [4, 5].

Continual learning, also known as lifelong
machine learning or never-ending learning,
is a novel machine learning paradigm that
involves the continuous acquisition and execution
of learning tasks [6]. It entails retaining
acquired knowledge and selectively leveraging
previously stored knowledge to adeptly address
new learning tasks. This learning paradigm
aims to propel machine learning into a new
era, aspiring to emulate human-like adaptability
while surmounting the limitations inherent in the
isolated learning approach of traditional machine
learning. However, catastrophic forgetting (CF),
initially identified by McCloskey and Cohen
(1989) [7], stands as a formidable challenge when
tackling continual learning problems, especially
with deep learning models. This phenomenon
occurs when a model sequentially learns tasks,
wherein learning a new task may significantly
degrade the model’s predictive performance on
previously learned tasks.

The catastrophic forgetting in continual
learning emerges due to two main reasons: (1)
the parameter updates optimized for new tasks
may not align well with older tasks, and (2) the
resulting latent representation shift occurs when
the model’s latent feature space evolves during
the learning of new tasks, leading to a discrepancy
between the representations of old and new tasks.
This shift in the latent space is a critical factor
contributing to the CF in continual learning.

Recent advancements in CL have paved the
way for the development of CRE models [8, 9].

Existing CL methods can be broadly categorized
into three main types: (1) regularization
methods [10], (2) dynamic architecture methods
[11], and (3) memory-based methods [12].
Among these, the memory-based approach has
shown promising results by storing a subset of
representative samples from previous tasks and
replaying them during the learning of new tasks to
mitigate CF[13-16]. However, existing memory-
based CRE models often struggle to effectively
utilize the limited memory capacity and suffer
from embedding space shift when incorporating
new relation types [13, 14].

In this paper, we propose a memory-based
CRE model that leverages relation prototypes
to enhance the learning of consistent and
informative representations across tasks. Instead
of storing real data points in the memory buffer,
our model replays them with their prototypes,
which are constructed from typical data samples
selected through clustering techniques [5, 14].
These semantic relation prototypes serve as
anchors for refining the embedding space and
maintaining a stable understanding of both old
and new relations [15]. Further, we utilize
contrastive learning during the model training
to obtain highly effective representations for
memory data. Moreover, to address the
representational shift problem in CRE, we utilize
an Energy-based Latent feature space Alignment
(ELI) module [16] for aligning the latent
representations of old and new tasks.

We conduct extensive experiments on two
benchmark datasets for CRE, namely FewRel
[17] and TACRED [2], demonstrating the
superior performance of our model compared to
state-of-the-art CRE models, particularly in terms
of long-term retention of previously learned tasks
and robustness to the embedding space shift.

The remainder of this paper is organized
as follows: Section 2 provides an overview of
related work in contrastive learning and energy-
based model. Section 3 describes our proposed
CRE model in detail. Section 4 presents the
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experimental setup and results. Finally, Section
5 is about conclusion and discussion of future
research directions.

2. Related Work

2.1. Contrastive Learning

Contrastive learning is designed to bring
similar samples together in the embedded space
while pushing dissimilar samples farther apart
[18]. In recent years, the surge in popularity
of CL has marked substantial progress in
self-supervised representation learning[19-22].
What sets these works apart is their shared
characteristic of operating without labels, relying
instead on forming positive and negative pairs
through data augmentations.

Drawing inspiration from studies on
supervised contrastive learning, Zhao et al.
2022 introduced an improved approach to
Learning through the application of contrastive
learning [19].

2.2. Energy-based Model (EBM)

In 2021, Liu et al., proposed using an ”energy
score” metric to detect out-of-distribution data
(OOD), which are outside the training data
distribution [20]. Previous methods often relied
on the confidence scores from the softmax
function for OOD [21]. However, neural
networks can generate high softmax confidence
scores even for data points significantly far from
the training data distribution.

The method by Liu et al. employs
an Energy-Based Model (EBM) that maps
each input data point to a single scalar as
an energy score, which is lower for trained
data and higher for untrained data. The
critical point is that the energy score can be
computed from an existing classification model
without relying on a generative model, thus
avoiding the challenging optimization process in
training generative models. This contrasts with
other methods like JEM [22], which generates

probability scores from a generative model
perspective. JEM can be difficult to optimize and
unstable in practice as it requires estimating the
normalized density over the entire input space
to maximize probability. Additionally, while
JEM only utilizes data within the distribution, the
approach by Liu et al., [20] allows for the flexible
adjustment of energy distance between training
and out-of-distribution data, incorporating both
in-distribution and out-of-distribution data.

Liu et al. [20] demonstrated that the energy
score can replace softmax confidence in pre-
trained neural networks during predictions. They
also introduced a constrained learning objective
regarding energy during training, aiding in model
adjustments. This learning process generates an
energy surface, assigning low energy values to in-
distribution data and high energy values to out-of-
distribution training data.

The Energy-Based Model (EBM) has
profound connections with modern machine
learning models, especially discriminative
models. As illustrated in Figure 1, consider a
discriminative neural classifier f (x) : RD → RK ,
mapping an input x ∈ RD to a number K, known
as logits. These logits are used to generate
a classification distribution using the softmax
function:

p(y|x) =
e fy(x)/T∑
i e fi(x)/T (1)

The authors proposed using an energy function
with input (x,y) is E(x, y) = − fy(x). The energy
function does not alter the parameters of the
neural network f (x), and the free energy E(x; f )
can be expressed over x ∈ RD based on the
denominator of the softmax activation function:

E(x, f ) = −T. log
K∑
i

e fi(x)/T (2)

Energy can be used as a scoring function
for any pre-trained neural network (without
retraining). During inference, for an input x, the
energy score E(x; f ) is computed for a neural
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Figure 1. Energy-based Model (EBM) for Out-of-distribution detection [20].

network f (x). An out-of-distribution (OOD)
detector will classify the input as OOD if the
energy score exceeds a specified threshold.

3. Methodology

Formally, a continual relation extraction
(CRE) model learns a sequence of K tasks
denoted as T1,T2, . . . ,TK . Each task Tk has its
dedicated training set Dk = (xk

i , y
k
i )Nk

i=1, where xk
i

represents input data, encompassing a sentence
together with an entity pair, while yk

i ∈ Rk denotes
the relation label between the two given entities in
the input sentence (an example for xk

i is given in
the introduction section). Rk is predefined for task
Tk. The primary objective of continual relation
learning is to train a model capable of acquiring
new tasks while preventing the occurrence of
catastrophic forgetting in previous tasks. In
simpler words, after learning the kth task, the
model should be able to determine the relation of
a given entity pair within R̂k, where R̂k =

⋃k
i=1 Ri

represents the set of all relations observed up to
the kth task.

For each relation, we collect a set of its
exemplars, from which their centroid (aka.
prototype) for this relation is calculated.
This prototype is then used in the memory
augmentation phase. The episodic memory of
prototypes for the observed relations in tasks

T1 to Tk is denoted as M̂k =
⋃

r∈R̂k
Mr, where

Mr = {(xi, yi = r)}Oi=1, with r representing a
specific relation, and O indicating the number
of prototypes (memory size). The overall
architecture of our proposed model is illustrated
in Figure 2.

3.1. Model pipeline

The learning process of our model for the
current task Tk comprises five key phases, as
follows:

Initial training phase: wherein the input is
encoded using the encoder E. Subsequently, the
parameters of the encoder E and the projector
Pro j are adjusted based on the current training
samples in Dk through supervised contrastive
learning.

Exemplar selection phase: For each class
r ∈ Rk that wasn’t observed in old tasks, we
gather all the samples labelled r from Dk. Next,
the k-means algorithm is employed to group these
samples into clusters. Within each cluster, the
closest sample to the centroid is selected as the
representative for that cluster, denoted as Mr.
Subsequently, a prototype pr for r is generated
based on Mr to extend the prototype set Pr.

Memory augmentation: Wherein, we
introduce a straightforward approach that
employs prototype-based memory augmentation
to address the issue of catastrophic forgetting



26 T. H. Dang et al. / VNU Journal of Science: Comp. Science & Com. Eng., Vol. 40, No. 2 (2024) 22–31

Figure 2. Overall architecture of our proposed continual relation extraction model. Here, xi denotes the input
(including a sentence and an entity pair appearing in it) of our model.

in continual learning. This phase retains a
representative prototype for each previous
relation and enhances the memorized prototypes
by introducing Gaussian noises when learning
new relations. Subsequently, the augmented
prototypes and stored memory are combined to
uphold discrimination and balance between old
and new classes.

Memory replay: Following the
augmentation phase, newly generated pseudo
data are merged with existing data in the memory.
During this phase, memory replay is consistently
applied to acquire new relation prototypes
iteratively while enhancing the distinctiveness of
existing relational prototypes.

ELI model training: When continuously
learning a sequence of tasks, the optimized

hidden feature space of previous tasks is changed
over subsequent tasks, reducing the model’s
performance on earlier tasks. To address this
issue, we train a model based on the energy score
and then feed it into the ELI algorithm to perform
realignment of the skewed hidden spaces.

3.2. Energy-based Latent Feature Alignment
(ELI) Model

As depicted in Figure 2, after training each
task, we proceed to train the ELI using three
components: the data from the current task x, the
latent representations of x from the model trained
up to the last task: zt−1 = Et−1(x), and the latent
representations of x from the model trained up
to the current task: zt = Et(x). The Energy-
based Model (EBM) Eψ undergoes training to
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assign low energy to zt−1 and high energy to zt,
as depicted in Algorithm 1.

In the subsequent step, the trained EBM Eψ
is utilized to counteract the representational shift
occurring in the latent representations of previous
task instances when passed through the current
model: zt = Et(x). Due to the representational
shift in the latent space, zt will exhibit higher
energy values in the energy manifold. We aim to
align zt to alternative locations in the latent space,
minimizing their energy on the manifold.

Algorithm 1 EBM training
Require: Feature extractor for the current task:

Et; Feature extractor for the previous task:
Et−1; Data distribution of the current task:
pTt

data
Ensure: Eψ is optimized

1: Eψ ← Initialize
2: while until required iterations do
3: x ∼ pTt

data ▷ Sample a mini-batch
4: zTt−1 ← Et−1(x)
5: zTt ← Et(x)
6: zTt

sampled ← Sample from EBM with zTt as
starting point ▷ Refer Equation (6)

7: in dist energy← Eψ(zTt−1)
8: out dist energy← Eψ(zTt

sampled)
9: Loss ← (-in dist energy +

out dist energy) ▷ Refer Equation (5)
10: Optimize Eψ with Loss.
11: end while

3.2.1. EBM Training

Inspired by [16], we train the EBM model,
which is constructed using a neural network that
can map hidden representations to energy values
(constants). Specifically, for a hidden feature
vector z ∈ RD in the latent space, an energy
function Eψ(z) : RD → R is trained to map it
to a scalar energy value. An EBM is defined as

the Gibbs distribution pψ(z) over Eψ(z):

pψ(z) =
exp(−Eψ(z))∫

z exp(−Eψ(z)) dz
, (3)

where
∫

z exp(−Eψ(z))dz represents a partition
function that is challenging to compute. EBM
is trained by maximizing the log-likelihood
function over a set of samples drawn from the true
distribution ptrue(z):

L(ψ) = Ez∼ptrue[log pψ(z)]. (4)

The derivative of the function L(ψ) is as
follows [23]:

∂ψL(ψ) = Ez∼ptrue[−∂ψEψ(z)] + Ez∼pψ[∂ψEψ(z)].
(5)

The first component in (5) ensures the
reduction of energy for samples z drawn
from the genuine data distribution ptrue, while
the subsequent component guarantees that the
samples generated from the model itself will
possess elevated energy levels. In the ELI
context, ptrue corresponds to the distribution of
latent representations from the model trained on
the preceding task. Obtaining samples from
pψ(x) is challenging due to the normalization
constant in Eq. (3). Approximate samples are
iteratively generated using Langevin dynamics
[24], a widely utilized Markov Chain Monte
Carlo (MCMC) algorithm.

zi+1 = zi −
λ

2
∂zEψ(z) +

√
λωi, ωi ∼ N(0, I) (6)

where λ is the step size, and ω represents data
uncertainty. In our experiments, we set λ to
0.1, as suggested by [16]. Equation (6) results
in a Markov chain that converges to a stationary
distribution after a few iterations, starting from an
initial value zi.

We will feed the features through ELI (as
depicted in Algorithm 2) for alignment during the
testing phase.
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Table 1. Experimental accuracy of our proposed CRE model and existing state-of-the-art models across all tasks
on the FewRel dataset. T is an abbreviation for Task

FewRel
Model T1 T2 T3 T4 T5 T6 T7 T8 T9 T10
EA-EMR [4] 89 69 59.1 54.2 47.8 46.1 43.1 40.7 38.6 35.2
EMAR [5] 88.5 73.2 66.6 63.8 55.8 54.3 52.9 50.9 48.8 46.3
CML [13] 91.2 74.8 68.2 58.2 53.7 50.4 47.8 44.4 43.1 39.7
EMAR+BERT 98.8 89.1 89.5 85.7 83.6 84.8 79.3 80 77.1 73.8
RP-CRE [14] 97.9 92.7 91.6 89.2 88.4 86.8 85.1 84.1 82.2 81.5
CRL [19] 98.2 94.6 92.5 90.5 89.4 87.9 86.9 85.6 84.5 83.1
Ours 98.2 94.7 93.9 92.2 90.1 89.6 88.6 87.1 86.1 84.6

Table 2. Experimental accuracy of our proposed CRE model and existing state-of-the-art models across all tasks
on the TACRED dataset. T is an abbreviation for Task

TACRED
Model T1 T2 T3 T4 T5 T6 T7 T8 T9 T10
EA-EMR[4] 47.5 40.1 38.3 29.9 24 27.3 26.9 25.8 22.9 19.8
EMAR[5] 73.6 57 48.3 42.3 37.7 34 32.6 30 27.6 25.1
CML[13] 57.2 51.4 41.3 39.3 35.9 28.9 27.3 26.9 24.8 23.4
EMAR+BERT 96.6 85.7 81 78.6 73.9 72.3 71.7 72.2 72.6 71
RP-CRE [14] 97.6 90.6 86.1 82.4 79.8 77.2 75.1 73.7 72.4 72.4
CRL[19] 97.7 93.2 89.8 84.7 84.1 81.3 80.2 79.1 79 78
Ours 97.8 95.2 90.6 88.2 84.6 81.7 82.8 80.5 80 79.6

Algorithm 2 Latent space alignment (ELI)
Require: Latent vector: z; EBM: Eψ; Langevin

iterations: Lsteps; Learning rate: λ
Ensure: z

1: while until Lsteps iterations do
2: grad = ∇zEψ(z)
3: z← z − λ ∗ grad
4: end while

4. Experiments and Results

4.1. Datasets

We conduct extensive experiments with our
proposed model on two continual semantic
relation extraction benchmark datasets, namely
FewRel and TACRED, as follows. Following
the experimental settings of state-of-the-art CRE
models, such as [14, 19], these two datasets are

divided into three subsets: training set, test set
and validation set with a ratio of 3:1:1.

• FewRel [17, 25]: an extensive well-
balanced few-shot relation classification
dataset. It consists 100 relations, each of
700 annotated sentences, resulting in 70,000
sentences in total.

• TACRED [2]: a large-scale imbalanced
relation extraction dataset comprising
106,264 examples built over newswire
and web documents from the yearly TAC
Knowledge Base Population (TAC KBP)
challenges. Human annotations for these
examples are created based on the TAC
KBP challenges and crowd-sourcing. As a
result, the TACRED database encompasses
42 relations (including no relation, which
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is removed in our experiments as it does
not meet the open relation assumption of
CRE). Due to the imbalance of TACRED,
the number of training samples and test
samples of each relation in our experiments
is set to 320 and 40, respectively, which
is in accordance with state-of-the-art CRE
models, such as [14, 19].

4.2. Results

The experimental results of our CRE model
reported on each dataset were averaged over
five runs. We compare our model with six
state-of-the-art existing methods for continual
semantic relation extraction. Tables 1 and 2
present the accuracy scores for each task on
the FewRel and TACRED datasets, respectively.
Our model demonstrates superior performance
on the FewRel dataset, achieving the highest
accuracy on nine out of ten tasks on the FewRel
dataset. Notably, it outperforms the recent CRL
model [19] by 1-2% on 8 out of 10 tasks, as
illustrated in Table 1. Our model is onpar
with CRL on two remaining tasks, i.e. Task
1 and 2. However, our method performs less
effectively than EMAR+BERT [5]. It’s worth
noting that EMAR+BERT employs BERT, a
powerful pre-trained model, which provides a
highly effective initialization for Task 1. Without
using BERT, EMAR [5] underperforms our
model by significantly large margins on all
ten tasks, highlighting the effectiveness of our
approach in leveraging memory and energy-
based latent alignment for continual learning.
We note that when learning only on Task
1, our proposed model does not suffer from
catastrophic forgetting, so the effectiveness of
our approach was not demonstrated in this
specific scenario. However, as the number of
tasks increases, our model demonstrates superior
ability in mitigating catastrophic forgetting,
consistently outperforming EMAR+BERT in
subsequent tasks.

Similarly, the results on the TACRED
dataset, presented in Table 2, further validate
the effectiveness of our model. Our model
achieves the highest accuracy scores across all
tasks, demonstrating its robustness on this more
challenging, imbalanced dataset. Especially on
Task 4, our model can surpass CRL [5] by nearly
4%, the highest accuracy margin observed across
all tasks. Unlike the results on the FewRel
dataset, our model outperforms EMR+BERT
on all tasks with significantly large accuracy
margins, ranging from 1.1% (on Task 1) to 11.1%
on Task 7.

The consistent superior performance of our
model across both datasets can be attributed to
several factors:

• Effective memory utilization: Our
memory-prototype approach allows for
efficient use of stored information, enabling
better retention of knowledge from previous
tasks.

• Energy-based Latent space Alignment
(ELI): The ELI module helps maintain
consistency in the latent space across tasks,
mitigating the representational shift problem
common in continual learning scenarios.

• Robustness to dataset characteristics:
The model’s ability to outperform existing
methods on both the balanced FewRel and
imbalanced TACRED datasets demonstrates
its versatility and robustness to different data
distributions.

• Long-term stability: The performance
improvement becomes more pronounced in
later tasks, indicating our model’s superior
ability to mitigate catastrophic forgetting
over extended sequences of tasks.

These results underscore the effectiveness of our
proposed approach in addressing the challenges
of continual relation extraction, particularly in
maintaining performance across a sequence of
tasks while mitigating catastrophic forgetting.
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5. Conclusion

In this paper, we propose a continual learning
model for semantic relation extraction, which is
based on storing class-specific prototypes instead
of real data points in a memory buffer. The
reason for this alternative storage is that the
use of real data points raises critical concerns
about memory sizes increased over time and
data security. We enrich these prototypes during
training by adding Gaussian noises. Further, our
model incorporates contrastive learning during
the model training to obtain highly effective
representations for the memory prototype data.
Finally, we propose to train an Energy-based
Latent feature space Alignment module (ELI) to
adjust the hidden feature space before passing
it through the classification phase during the
model testing. ELI is expected to help our
model avoid its performance decreases for old
tasks when learning new coming tasks as a
consequence of the hidden feature space of old
tasks may deviate from the learned optimal space.
Extensive experimental results on the FewRel
and TACRED benchmark datasets for continual
relation extraction show that our proposed
method outperforms several baseline methods
and state-of-the-art ones in continual semantic
relation extraction.
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