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Abstract: Opinion mining holds numerous practical applications, especially as user-generated senti-
ment data become increasingly prevalent in the digital age. Comparative Opinion Mining (ComOM),
a specific sub-field of opinion mining, focuses on extracting the elements involved in the compari-
son in a text and retrieving the corresponding tuples expressing comparative opinions. This research
describes an improved version of our system that participated in the VLSP 2023 ComOM shared
task. The baseline system’s performance was ranked second among 22 participating systems in the
shared task through a combination of generative model and classification-based approaches, along
with knowledge-based techniques with a 0.2300 F1-score. More experiments have been conducted to
improve the performance of the system, reaching a final F1-macro score of 0.2391. This demonstrates
the superiority of our proposed method compared to existing approaches in the task of comparative
opinion mining.

Keywords: Comparative opinion mining, Comparative quintuples extraction, Graph Convolutional
Networks, Generative models

1. Introduction

Reviews of products hold significant
importance for both customers and businesses.
These reviews can influence customers’
purchasing decisions and businesses’ reputations.
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With the exponential growth of social media and
e-commerce platforms, the volume of product
reviews has increased rapidly, emphasizing the
need for efficient methods to extract valuable
insights from this abundance of information. One
of the most persuasive methods for evaluating
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Table 1. Example of Quintuples extracted from the product review

Product Review Sentence

iPhone 14 được nâng cấp bộ nhớ lên đến 6GB RAM cao hơn iPhone 13 đến 2GB RAM, cho khả năng đa nhiệm tốt hơn.

English: iPhone 14 has upgraded memory to 6GB of RAM, 2GB of RAM higher than iPhone 13,

for better multitasking capabilities.

Quintuple Constituents

Subject: iPhone 14

Object: iPhone 13

Aspect: {bộ nhớ, khả năng đa nhiệm} (English: {memory, multitasking capabilities})

Predicate: {cao hơn, tốt hơn} (English: {higher, better})

Comparison type: COM+

Results

{iPhone 14, iPhone 13, bộ nhớ, cao hơn, COM+}

{iPhone 14, iPhone 13, khả năng đa nhiệm, tốt hơn, COM+}

English:

{iPhone 14, iPhone 13, memory, higher, COM+}

{iPhone 14, iPhone 13, multitasking capabilities, better, COM+}

products involves direct comparisons with
similar offerings or competitors. Extracting these
comparisons from a lengthy product review can
significantly save readers time. Consequently, the
task of comparative opinion mining (ComOM)
was first introduced in 2006 [1], which helps
extract comparative relations among products
within a product review. Developing an effective
method for comparative opinion mining aims
to benefit businesses and consumers alike in
navigating the increasingly vast number of
product reviews.

Opinion mining involves various
subproblems such as classification, information
extraction, and opinion summarization. This
work focuses on identifying sentences for
comparison and extracting five key elements
from product reviews. The specific definition
of the comparative opinion quintuple extraction
problem is provided in the VLSP 2023 shared
task [2]. Quintuples, which include subject,

object, aspect, predicate, and comparison
type, are extracted from review sentences.
The subject represents the entity initiating
the comparison, the object is the entity being
compared, and the aspect is the feature or
attribute under comparison. Each comparative
sentence includes the user’s viewpoint, referred
to as the predicate, with the comparison type
determined by this predicate. Table 1 provides
an example of a comparative sentence and the
quintuples that can be extracted from it. In
this example, two quintuples can be derived
from just one comparative sentence. During
the development of this model, data posed a
significant challenge. The quantity of data is
limited because, in practice for the ComOM
task, only a small portion of sentences in a
review are comparative. Additionally, sentences
often contain multiple tuples of comparative
opinions, such as the example of Table 1, making
it challenging to accurately identify and extract
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each comparison. There is also an imbalance
among comparative labels. Certain types of
comparison appear in much fewer samples
compared to others, as in reality, consumers tend
to post more positive reviews [3]. Another hurdle
involves understanding the context surrounding
comparisons since nuances in language and
tone can greatly affect the interpretation of
comparative statements. Moreover, the dynamic
nature of language and the wide range of
products and domains further complicate the
task of developing robust and generalizable
models for comparative opinion mining. Overall,
addressing these challenges requires innovative
approaches that can effectively handle sparse
data, capture complex linguistic structures, and
comprehend the contextual nuances inherent in
product reviews.

To address these challenges, the data was
pre-processed and augmented before the model
development phase. Our main contributions
are the hybrid generative model to extract
comparative quintuples and the knowledge-
based techniques for pre-processing and post-
processing. Our baseline model is applied to the
dataset from the VLSP 2023 ComOM shared
task. The baseline achieved an F1-score of 0.1599
in the public test set and second place in the
private leaderboard of the competition with a
score of 0.2300. After going through further
experiments, our improved model achieves an F1-
score of 0.2391.

The rest of the paper is organized as
follows. Previous works related to this study
are presented in Section 2. Section 3 describes
the proposed method while Section 4 describes
the dataset and evaluation metrics that are used
in the experiments. Section 5 provides the
experimental results and discussion. The last
section gives conclusions about the work and
provides suggestions for future work.

2. Related Works

As a significant sub-field of Opinion
Mining, ComOM has captured the interest
of numerous researchers in the Natural
Language Processing (NLP) field due to its
high applicability [4]. With the explosion of
user-generated reviews on the Internet and
E-commerce platforms, the automated extraction
of valuable information from abundant texts
becomes increasingly significant. Various
techniques have been employed to address
this task, with a common approach involving
the subdivision of this task into three distinct
sub-tasks: 1) the recognition of comparative
sentences, 2) the extraction of comparative
constituents from the aforementioned sentences,
and 3) the classification of comparative reviews
into different polarity classes.

Comparative Sentence Identification (CSI).
Since the first introduction of the ComOM
task in [1], the authors proposed an approach
combining class sequential rules (CSR) and
Naı̈ve Bayesian (NB) classification to perform
this task. Their experiments show that CSR is
useful in support of the final classification. After
conducting experiments on the Naı̈ve Bayesian
model and Support Vector Machine (SVM)
as classifiers using the CSR as features, the
results show that the Naı̈ve Bayesian model
outperformed SVM with an overall precision
of 79% and an overall recall of 81%. To
capture the context-aware representation of a
sentence, Can et al. in [5] combine the shortest
dependency path (SDP) and attention model.
Their proposed methods improve the competitive
baselines on the SemEval-2010. More recently,
Liu et al [6] introduced a multi-task learning
BERT-based framework for the simultaneous
identification of comparative sentences and
extraction of comparative elements. Bon et al. [7]
used a combination of rule-based, feature-based
classification and neural classifier from BERT-
variants to identify comparative questions. They
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ensemble the three classifiers with a cascading
method. This method achieved 71% recall and
100% precision with their dataset. These recent
studies show how superior BERT-based models
are in recognizing comparative sentences task.

Comparative Elements Extraction (CEE).
Arora et al. [8] tackled this task with a
neural network approach, where they employed
LSTMs to capture the relations of comparative
subject, object, aspect, and predicate. Whereas
in [9], instead of aiming to extract the subject
and object of the comparison, the authors
focused on extracting the Aspect-Category-
Opinion-Sentiment Quadruple in a comparative
sentence. They propsed four different systems,
integrating various neural methods.

Polarity classification and comparative
tuples extraction. Polarity classification aims
to categorize comparative reviews into different
polarity classes, typically positive, negative,
or neutral. As the last element of a quintuple
contains the type and polarity of a comparison,
polarity classification techniques are necessary
to tackle the comparative opinion quintuple
extraction problem. Previously, Liu et al [6]
proposed a multi-stage deep learning model
approach and the results surpassed the baseline
systems from previous methods in comparative
opinion mining significantly, whereas Xu et al
[10] proposed a BERT-based end-to-end neural
model and developed a Graph Convolutional
Network (GCN) to enhance that model. Their
experimental results on three benchmarks
show that the GCN-based model has a notable
improvement in most instances when compared
to the BERT-based pipeline baseline. The authors
in [11] developed a unified generative model
with a set-matching strategy to solve the COQE
task. In 2015, Bach et al. [12] introduced a new
corpus for the task in Vietnamese. They also
proposed a general framework to tackle two
sub-tasks: (1) identifying comparative sentences
and (2) recognizing comparative relations. They
achieved high results in each subtask with limited

types of comparisons.
As observed in the work of Xu et al. [10]

and Yang et al. [11], GCN-based and T5-based
generative models demonstrated a sufficient
performance at extracting comparative elements
and polarity classes. However, these systems
primarily target English and Chinese languages,
limiting their applicability to Vietnamese data.
To address this gap, this hybrid system that
ensembles both approaches with knowledge
base integration, employing fine-tuned models
for Vietnamese to enhance its effectiveness in
extracting opinions from Vietnamese reviews, is
introduced in this study.

3. Methods

As introduced in [6], the COQE task can be
formally stated as follows. Given a product review
X, the goal of the task is to classify whether
X is comparative and extract all corresponding
comparative quintuples within it:

S X = {tup1, tup2, . . . , tupk}

= {(sub1, ob j1, asp1, pre1, label1), . . . ,

(subk, ob jk, aspk, prek, labelk)}

where k is the number of comparative
quintuples extracted from sentence X. Each
quintuple tup = (sub, ob j, asp, pre, label) has
five elements which are respectively equivalent to
the subject and object being compared, the aspect
or feature/attribute in comparison, the opinion
of the writer and the comparison type label.
In the VLSP shared-task, the label can be one
of the following categories: ranked comparison
(e.g., “better”, “worse”), superlative comparison
(e.g., “best”, “worst”), equal comparison (e.g.,
“same as,” “as good as”), and non-gradable
comparison (e.g., “different from,” “unlike”).
These categories decompose into a total of
eight types of comparison, denoting as {COM+,
COM-, COM, SUP+, SUP-, SUP, EQL, DIF}.
The first four elements of the quintuple can be
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Figure 1. Overview of the end-to-end multistage COQE model.

extracted from the comparative sentence, whereas
the label needs to be determined from the
previous elements.

3.1. Overall Architecture

In this paper, a proposed method of
ensembling classification models, an extraction
model, and a generation model is explored.
The following section specifies the details of
this proposed method. Figure 1 demonstrates
the multi-stage end-to-end architecture of the
proposed method. There are 2 stages in this
model.

In the First Stage, the comparative sentence
classification is employed to identify all
comparative sentences in the dataset. These
sentences are then fed into the GCN-based

extractors and ViT5 generation model to produce
the quadruple of each sentence. The last element
of the quintuple is obtained from the comparison
type classification model in Stage 2.

In the Second Stage, which is the ensemble
phase, the outputs of the GCN-based extractors
and ViT5 generation are weighted-ensembled to
get the best results of the two models. Voting-
ensemble is then applied to the results, producing
the final quintuples of the input sentence.

3.2. Stage 1: Quadruples Extraction

The objective of this stage is to determine
whether the sentence contains comparisons with
the comparative sentence classification. If the
classification indicates a comparative nature, the
next step involves generating a quadruple.
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3.2.1. Comparative Sentence Classification
According to our data analysis, the number of

comparative sentences makes up less than 20%
of the corpus. Therefore, at the beginning of
the first stage, a sentence classifier is employed
to extract all comparative sentences, aiming to
improve the performance of the generation model
and the extraction model. Figure 2 visualizes how
the classifier works and the next part describes the
model in detail.

Figure 2. Architecture of classification model.

Given a sentence X, after being preprocessed,
X is fed into a BERT-based model. In this work,
XML-RoBERTa-Large [13] is utilized to produce
the last four hidden representations.

hi = [h[CLS ]
i , h1

i , . . . , h
n
i , h

[S EP]
i ], i ∈ {20, 21, 22, 23}

The last 4 hidden representations of the [CLS]
token are then concatenated and put through a

softmax layer to predict which class is the highest
and whether the sentence is comparative.

h = h[CLS ]
20 + h[CLS ]

21 + h[CLS ]
22 + h[CLS ]

23 (1)

yc = S o f tmax(Wch + bc) (2)

where Wc and bc are weight matrices to learn, and
yc ∈ {0, 1}.

3.2.2. Graph Convolutional Network (GCN)-
based Extraction Model
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Adjacent
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Figure 3. Architecture of GCN-based extraction
model.

Graph Convolutional Network is a type
of neural network architecture designed for
processing graph-structured data [14]. The
reason GCN is utilized in the proposed method
is because it can enhance the encoder’s
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ability to perceive adhesion among the
quadruple components. Figure 3 shows the
complete architecture of the GCN-based
extraction model. Given a comparative sentence
X = {x1, x2, . . . , xn} consisting of N tokens, the
context-aware attention-weighted representation
for each token is obtained by a pre-trained BERT
model [15].

H = {h1, h2, . . . , hi, . . . , hN} (3)

Eq. 3 shows the hidden state H after the
BERT encoding layer. The self-augmented
representation of each token xi in the encoding
stage is denoted as hi, where hi ∈ Rd.

In terms of the adjacency matrix, a N × N
adjacency matrix A is built based on the
parsed dependency relations among tokens of the
input sentence, which is produced by employing
the Underthesea toolkits. The value 1 in the
adjacency matrix indicates connected tokens
and 0 indicates otherwise. Since the graph is
undirected, the produced adjacency matrix is
symmetrical. The addition of A to the forward
propagation step allows the GCN to learn the
features better as it reflects the connectivity of the
nodes. In this study, a single-layer GCN is utilized
with the GCN presented below.

H(l) = σ(AH(l−1)W(l−1)) (4)

Eq. 4 presents the updated representation H(l) at
layer l. A in the formula is the aforementioned
adjacency matrix. W (l−1) and H(l−1) respectively
refer to the trainable weight matrix and
representation at the current GCN layer while σ
denotes the nonlinear activation function (eg.,
ReLU).

There are two different approaches in
the design of sequence-to-sequence models:
Autoregressive and Non-autoregressive. These
terms refer to how the output sequence is
generated over time. In an autoregressive decoder,
the generation of each output element is
dependent on the previously generated elements.

A non-autoregressive decoder, on the other hand,
generates all output elements simultaneously or
in parallel, without waiting for the generation
of previous elements. Since the comparative
constituents are sequentially disordered, a non-
autoregressive decoder is employed in the
proposed method to speed up the decoding
process.

The representations of different sets of
quintuple constituents, which consist of N 768-
dimensional embeddings, are first randomly
initialized. The number of embeddings is
determined by getting the largest number of
quintuples in all sentences in the training data.
These embeddings are denoted as Q. Q and H
are then fed into the transformer decoder layer
where self-attention will be computed for Q, and
further inter-attention is calculated between the
self-attentive Q and H. In each decoder layer, the
representation of Q is updated as follows:

Q(L) = Decoder(H,Q(L−1)) (5)

The probabilities of classes of constituents are
estimated using a softmax function.

pe
i = S o f tmax(VT

i tanh(WeqL
i +WhH)) (6)

In Eq. 6, We, Wh and V are all trainable
parameters for the classes of elements pe

i . qL
i is

the i-th embedding output by the final decoder
layer. During the generation process, a series of
special tokens can be produced, such as {start,
end} which indicates the beginning and ending of
an element.

3.2.3. T5-based Generative Model
Figure 4 demonstrates the overall structure of

the generation model in the study and examples
of the input and output of the model.

In the generative paradigm, k golden
quadruples are concatenated with “ > ” as the
target sequence of the model, padding missing
comparison elements with "unknown".

For the input sentence X, during the training
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Figure 4. Architecture of generation model.

phase, the gradient backpropagation of the model
is temporarily turned off. X is then fed into the
T5-encoder to get the latent representation hdec

c of
the sentence.

hdec
c = Encoder(X) (7)

A T5-decoder is utilized to predict all the
comparative quintuples autoregressively. At the
cth moment of the decoder, henc and the previous
output tokens t1:c−1 are formed as the input of the
decoder:

hdec
c = Decoder(henc, t1:c−1) (8)

The conditional probability of token tc is
defined as follows:

P(tc|t1:c−1, X) = S o f tmax(Wchdec + bc) (9)

where W ∈ Rdh×|ν|, b ∈ R|ν|. ν here refers to the
vocabulary size of ViT5. Then the final predicted
sequence of tuples is:

Tpred = t1:m = {t1, . . . , tm} (10)

where m is the length of the predicted sequence.
Tpred is split with the greater than symbol “ > ” to
get the set of comparative quadruples predicted
by the model

Qpred = {quadpred
1 , . . . , quadpred

n } (11)

with quadruple quadi = (subi, ob ji, aspi, prei).

3.3. Stage 2: Quintuples Extraction

Following the generation of quadruples,
the next step involves the classification of
comparative labels. Subsequently, the models are
ensemble together for each label based on the
scores obtained from the GCN and ViT5 models
to produce the final result.

3.3.1. Comparative Label Classification
A separate BERT-based classifier is proposed

to specialize in identifying comparison type
labels. Even though the extraction model
and the generation model could extract and
generate all elements of the comparative opinion
quintuple, the classification model is proved to



40 T. T. Pham et al. / VNU Journal of Science: Comp. Science & Com. Eng., Vol. 40, No. 2 (2024) 32–49

be superior because it is fine-tuned specifically
for this task. This classification model has the
same architecture as the Comparative sentence
classification model, but instead of a full
sentence, the input of this model is the aspect
and predicate produced by the extraction and
generation models. First, the aspect and predicate
are combined into one sentence. Then a special
prefix “hơn +, hơn -, hơn, nhất +, nhất -, nhất,
bằng, khác”, which can be translated as “com +,
com -, com, sup +, sup -, sup, eql, dif”, is
added to the beginning of the sentence to form
a complete input. The input is put through the
model to determine which comparison type label
has the highest probability being the label of the
quintuple.

3.3.2. Ensemble
The ensemble phase begins with ensembling

two GCN models. The thresholds θ are set based
on the validation set. Quintuple constituents
with score score ≥ θ are retained. Then, we
still apply a similar ensemble approach to two
ViT5-large models. Finally, these outputs are
ensembled via voting. It can be noticed that rare
labels suffer from the lack of data, making it
difficult for models to learn them. To address this
issue, we employed a method of duplicating the
quintuples of non-rare labels and then changing
the comparison type component within it.

4. Data and Evaluation Metrics

This section provides information about the
dataset and evaluation metrics used in this study.

4.1. VLSP 2023 Challenge on ComOM from
Vietnamese Product Reviews Dataset

The primary benchmark dataset used in this
study is the VCOM corpus provided by the
VLSP 2023 challenge on Comparative Opinion
Mining [2]. A labeled dataset consisting of
product reviews in Vietnamese is split into
training, development, and test sets.

Based on our data analysis on the training
and development sets, approximately only 20%
of sentences are comparative. Specifically, there
are 4171 sentences in the training set, of
which 812 sentences are comparative. Regards to
the development set, there are 1733 sentences
with a total of 349 comparative sentences.

In terms of sentence length distribution, the
majority of sentences are less than 30 words
long. The shortest is a one-word sentence and
the longest sentence in the corpus has 82 words.
The average sentence lengths in the training and
development sets are 18.29 words and 19.01
words respectively. Especially, based on our
analysis, we identified that sentences with less
than 3 words are not comparative sentences and
can therefore be eliminated.

Figure 5. Number of quintuples of each sentence.

The number of quintuples for each sentence is
imbalanced and varied between the training and
development sets. Most comparative sentences
have one tuple, and no sentence has more than
five tuples. The detailed numbers of tuples are
demonstrated in Figure 5.

The datasets show an imbalance in
comparative labels as well, the distribution
is consistent as shown in Figure 6. Quintuples
with COM+ label account for 42% and 46% while
SUP and SUP- only appear in 1% and 0.21% of
sentences in the training and development sets
respectively. This poses a challenge in handling
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Figure 6. Distribution of labels.

biases against minority labels.

4.2. Data Enrichment
As the number of comparative sentences

provided in the competition is limited, a method
of paraphrasing is employed to enrich the data
for our experiments. First, a pretrained MT5 1 on
Huggingface is used to produce paraphrases of
all comparative sentences in the training set. The
paraphrased sentences are then postprocessed
using knowledge-based techniques. The final
augmented set consists of 205 new sentences.

4.3. Evaluation Metrics
In this study, the performance of the proposed

method is evaluated with different measures
for extracting quadruples and quintuples. For
the Comparative Element Extraction, Precision,
Recall, and F1 score for each individual
element (subject, object, aspect, predicate, and
comparison type label), as well as their Micro-
average F1 score will be used. For the quintuples
evaluation, the evaluation metrics are Precision,
Recall, and F1 score for the entire quintuple.

Precision =
#correct
#predict

Recall =
#correct

#gold

The number of predictions by the model is
presented as #predict while #gold indicates the

1huggingface.co/chieunq/vietnamese-sentence-paraphase

number of comparative elements for CEE and
quintuples for COQE in the dataset. The #correct
signifies the number of correct predictions.

There are three matching strategies to
measure correct predictions: Exact Match (E)
where the entire extracted quintuple component
must match exactly with the ground truth,
Proportional Match (P) where the proportion of
matched words in the extracted component with
respect to the ground truth will be considered,
and Binary Match (B) where at least one word
in the extracted component must overlap with the
ground truth.

The main focus of our experiment
is on E-T4-F1, E-T5-MACRO-F1 and
E-T5-MICRO-F1. E-T4-F1 presents the F1
score with Exact matching for quadruples
and E-T5-MACRO-F1, and E-T5-MICRO-F1
indicate the macro and micro F1 scores with
Exact matching for quintuples. The formulae are
shown as follows.

E − T4 − F1 =
2 × Precision × Recall

Precision + Recall

E − T5 − F1 −macro = avg
∑

E − T5 − F1 − c

with c presenting the F1 score of each class, c ∈
{COM+, COM-, COM, SUP+, SUP-, SUP, EQL,
DIF}.

E − T5 − F1 − micro =
T P

T P + 1
2 × (FP + NP)

with the sum of true positive, false positive,
true negative, and false negative values across all
classes.

5. Results and Discussion

This section presents a comprehensive
overview of the model’s performance on the
public and private test sets. The section is
divided into four subsections. Subsection 5.1
shows the results of the baseline and improved
models, highlighting the improvement after
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Table 2. Result of Private test

E-T5-MACRO-F1 E-T5-MACRO-P E-T5-MACRO-R E-T5-MICRO-F1 E-T5-MICRO-P E-T5-MICRO-R
Best run of other teams
thindang 0.2373 0.2862 0.2216 0.2952 0.2880 0.3029
thanhlt998 0.2131 0.2093 0.2199 0.2941 0.2941 0.2941
duyvu1110 0.1119 0.0964 0.1375 0.2092 0.1709 0.2698
ComOM_RTX5000 0.0997 0.0968 0.1065 0.1778 0.1675 0.1894
Our runs
pthutrang513_baseline 0.2300 0.2021 0.2718 0.2684 0.2234 0.3359
pthutrang513_postcomp 0.2391 0.2078 0.2894 0.2791 0.2240 0.3700

Figure 7. Results of data enrichment by single models.

the competition. The following subsection
demonstrates the contribution of each component
in the architecture via an ablation test. The third
subsection gives detailed results of each stage
and the last subsection opens a discussion of the
overall result and analysis of errors.

5.1. Results of Shared Task

Table 2 describes the results on the private
test set, showcasing the performance of our
baseline ensemble model submitted for the
VLSP 2023 competition. Initially, two GCN
models were ensembled, followed by further
ensembling of this output with the ViT5 model,
integrating comparative sentence classification
for input enhancement. Our baseline model

Figure 8. Results of knowledge base by single models.

achieved a 0.23 E-T5-F1-macro score, finishing
second place in the task as announced by the
VLSP organizers. In addition, ensembling models
helped achieve the highest Recall scores in both
macro and micro.

Post-competition, architectural enhancements
were made to the model, incorporating the results
of the T5 model without comparative sentence
classification and integrating data augmentation
during training, leading to an increase in both
F1-macro and F1-micro scores, approximately
0.01 higher than the baseline. Consequently, the
F1-macro score surpassed the first-place team’s
score with 0.2373. Furthermore, the recall score
for the improved model exhibited significant
improvements, increasing by 0.0341 in micro and
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Table 3. Ablation for Public test

Models E-T5-Macro-F1 E-T5-Macro-P E-T5-Macro-R E-T5-Micro-F1 E-T5-Micro-P E-T5-Micro-R

1

ViT5 0.1157 0.1380 0.1000 0.2005 0.2363 0.1741
ViT5-CSC 0.1473 0.1697 0.1308 0.2548 0.2900 0.2272
GCN 0.1359 0.1411 0.1357 0.2542 0.2516 0.2569
GCN-CSC 0.1550 0.1548 0.1559 0.2621 0.2588 0.2654

2
Ensemble-GCN 0.1998 0.2074 0.2081 0.3004 0.2719 0.3355
Ensemble-ViT5 0.1840 0.1971 0.1635 0.2914 0.3061 0.2781

3

Ensemble-w-o-ViT5 0.1895 0.1597 0.2409 0.2727 0.2161 0.3694
Ensemble-w-o-ViT5-CSC 0.1890 0.1711 0.2186 0.2816 0.2345 0.3524
Ensemble-w-o-GCN 0.2011 0.1906 0.2293 0.3023 0.2612 0.3588
Ensemble-w-o-GCN-CSC 0.2024 0.1914 0.2314 0.2942 0.2547 0.3482

4 Ensemble 0.2270 0.2024 0.2760 0.3081 0.2453 0.4140

0.0176 in macro.

5.2. Ablation Test

Ablation experiments are conducted to verify
the effect of data augmentation, knowledge base
on the performance of single models and the
effect of single model performance on ensemble
model performance. Figure 7 shows the impact of
data enrichment on single models. It is evident
that the performance of all models improved
when trained on the augmented dataset in both
F1-macro and F1-micro. The performance of the
knowledge base is presented in Figure 8. Since the
knowledge base focused on addressing the label
imbalance issue, it can be observed that the F1-
macro score has increased, but the F1-micro score
does not change much.

Table 3 shows the experimental results
of single models and ensemble models
on public test. When it comes to single
models, the implementation of a comparative
sentence classification model has improved
the performance of ViT5 and GCN models,
with F1 scores increasing from 0.01 to 0.02 for
both macro-F1 and micro-F1. Ensemble models
have been shown to outperform single models,
especially in recall. The model that ensembles
two or three models increases from 0.01 to
0.11 in recall compared to the single models.
Nonetheless, they are still lower than the results
of ensembling all 4 models with the highest
recall of 0.4140 in micro and 0.3081 in macro.

This indicates that each model captures different
patterns in the data and their combination leads
to improved performance.

Additionally, Figure 9a and Figure 9b
illustrate the results of combining two GCN
models and ensembling two ViT5 models with
selected thresholds, respectively. The relatively
balanced nature of the charts further highlights
the significant contribution of each individual
model. Furthermore, it is observed that popular
labels generally have better overall results than
the results for labels with less data. When
ensembling the models together, in addition to
the number of correctly predicted quintuples
increasing significantly, the total number of all
quintuples generated from the ensemble model
also increases. That led to a decrease in precision
and in the end the F1 score only increased by
0.072, 0.046 in Macro and Micro respectively.

As for the private test, the detailed results are
displayed in Table 4. The results of the single
models decrease from 0.004 to 0.04 compared
to the public test set. This shows that the private
test data set is slightly more complicated than the
public one. The ensemble models results continue
to increase significantly from 0.04 to 0.2 in F1
of Macro, and Micro compared to other single
models. Among the ensemble models, the best
result is still obtained by ensembling 4 models.
However, the ensemble model still has the same
trade-off problem between precision and recall as
public testing.
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(a) F1-score of ensemble GCN Models with threshold.

(b) F1-score of ensemble ViT5 Models with threshold.

Figure 9. F1-scores of ensemble Models with threshold.



T. T. Pham et al. / VNU Journal of Science: Comp. Science & Com. Eng., Vol. 40, No. 2 (2024) 32–49 45

Table 4. Ablation for Private test

Models E-T5-Macro-F1 E-T5-Macro-P E-T5-Macro-R E-T5-Micro-F1 E-T5-Micro-P E-T5-Micro-R

1

ViT5 0.0959 0.1234 0.0792 0.1731 0.2162 0.1443
ViT5-CSC* 0.1074 0.1275 0.0932 0.2091 0.2481 0.1806
GCN 0.125 0.1284 0.1231 0.2308 0.2336 0.228
GCN-CSC* 0.115 0.1141 0.1166 0.2238 0.2187 0.2291

2
Ensemble-ViT5 0.1349 0.1479 0.1266 0.2267 0.2428 0.2126
Ensemble-GCN 0.1621 0.1427 0.1973 0.2629 0.2273 0.3117

3

Ensemble-w-o-ViT5 0.2300 0.2021 0.2718 0.2684 0.2234 0.335
Ensemble-w-o-ViT5-CSC* 0.2105 0.1957 0.235 0.267 0.2245 0.3293
Ensemble-w-o-GCN 0.2093 0.1991 0.2302 0.2671 0.2313 0.3161
Ensemble-w-o-GCN-CSC* 0.2192 0.2072 0.2388 0.2726 0.2403 0.315

4 Ensemble 0.2391 0.2078 0.2894 0.2791 0.2240 0.3700

5.3. Results of Classification Models, Extraction
and Generation Models

In this subsection, independent experimental
results of each stage are presented, which
include the result of classification models and
quadruple (T4) extraction.

5.3.1. Results of Classification Models
Experiments are conducted with

pre-trained models such as PhoBERT2,
XLM-RoBERTa-Large3, XLM-RoBERTa-Base4

with different parameters to determine the most
suitable Comparative Sentence Classification
and Comparative Label Classification models for
the pipeline.

Table 5. Sentence Classification Models
Experimental Results

Model Precision Recall F1
PhoBERT-2layer 0.8031 0.8997 0.8486
PhoBERT-4layer 0.7635 0.9341 0.8402
PhoBERT-8layer 0.7761 0.8940 0.8309

XLM-RoBERTa-2layer 0.7914 0.8481 0.8188
XLM-RoBERTa-4layer 0.8524 0.8768 0.8644
XLM-RoBERTa-8layer 0.8343 0.8653 0.8495

Regarding the Comparative Sentence
Classification model, we experimented with
changing the number of final layers of the

2huggingface.co/vinai/phobert-base-v2
3huggingface.co/xlm-roberta-large
4huggingface.co/xlm-roberta-base

pre-trained models, which were taken and
combined to pass through the final softmax layer.
With PhoBERT, fewer layers result in better
performance. Specifically, the PhoBERT-2layer
model achieves the highest F1-score of 0.8486.
When increasing the number of layers to 4 or
8, the F1-score slightly decreases. In contrast,
with XLM-RoBERTa-Large, the model with 4
layers performs best with an F1-score of 0.8644,
higher than the 2-layer and 8-layer models.
The F1-score of XLM-RoBERTa-Large is only
about 0.02 higher than PhoBERT-2layer, but
XLM-RoBERTa-Large shows more stability
with Precision and Recall scores of 0.8524 and
0.8768, respectively. The detailed results of each
model are shown in Table 5.

We also considered the results of the
models further when changing the threshold. As
illustrated in Figure 10, XLM-RoBERTa-Large
model with the last 4 hidden state embeddings
of the sentence classification task achieved better
results than the other models considered.

Table 6. Label Classification Models Results

Model P-macro R-macro F1-macro Accuracy
PhoBERT 0.6088 0.5788 0.5700 0.8910

XLM-RoBERTa-Base 0.4525 0.3622 0.3338 0.7224
XLM-RoBERTa-Large 0.7650 0.7400 0.7563 0.8948

Table 6 shows the performance of the
Comparative Label Classification model,
where XML-RoBERTa-Large achieves the
highest results. Both XLM-RoBERTa-Large and
PhoBERT are pretrained models that perform
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Figure 10. F1-score of Sentence Classification
Models with threshold.

well for Vietnamese, and their accuracy results
are nearly equal. However, the F1-macro score
of XML-RoBERTa-Large is significantly higher
than that of PhoBERT by about 0.19. This
indicates that the XML-RoBERTa-Large model
is more effective across all labels, even for those
with less data. Therefore, XML-RoBERTa-Large
is used for both sentence classification and label
classification models.

5.3.2. Results of Extraction and Generation
Models

Table 7 shows the outcomes of quadruple
generation for each standalone model,
considering whether data augmentation (DA)
and comparative sentence classification (CSC)
are employed or not. It is evident that when
considering individual models on the public test
set without the augmented data, the performance
of GCN surpasses that of the ViT5 model
by approximately 0.0017 to 0.0303. Data
augmentation enhances the effectiveness of
generating the first four elements in all models,
particularly with the two GCN models, which
increase by 0.0234 and 0.0414.

On the private test set, the results of

Table 7. Public test T4 result

Model E-T4-F1 E-T4-P E-T4-R
ViT5 0.2072 0.2515 0.1762

ViT5-CSC 0.2311 0.1975 0.2784
GCN 0.2524 0.2484 0.2566

GCN-CSC 0.2649 0.2797 0.2516
ViT5-DA 0.2103 0.2478 0.1826

ViT5-CSC-DA 0.2726 0.3077 0.2447
GCN-DA 0.2938 0.2895 0.2981

GCN-CSC-DA 0.2883 0.2826 0.2944

quadruples from GCN models continue to be
slightly better than ViT5. It can be confirmed that
data augmentation helps to improve the models’
performance, as shown in Table 8.

Table 8. Private test T4 result

Model E-T4-F1 E-T4-P E-T4-R
ViT5 0.1881 0.2386 0.1553

ViT5-CSC 0.2057 0.2429 0.1784
GCN 0.2206 0.2235 0.2178

GCN-CSC 0.2232 0.2315 0.2155
ViT5-DA 0.1902 0.2376 0.1586

ViT5-CSC-DA 0.2282 0.2708 0.1971
GCN-DA 0.2519 0.2539 0.2500

GCN-CSC-DA 0.2447 0.2369 0.2530

5.4. Error Analysis and Discussion

Figure 11 and 12 is the further analysis of
the ensemble model’s performance in extracting
components of quadruples. In Figure 11, it can
be observed that the scores for each element are
relatively similar. The precision score is relatively
low, which is a trade-off to achieve higher recall.
The result of predicting the aspect element (A)
is the lowest. Based on our data analysis, this
happens because the aspect has a high empty
rate, and it is a complex and ambiguous element,
which can cause noise. For example, it can be
easily seen that in table 9a, "độ phân giải"
which is predicted by the model has the same
meaning as "có độ phân giải" which is the gold
label. Considering the Binary and Proportional
metrics in Figure 12, the model determines the
components in the quintuple relatively accurately,
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Figure 11. F1, Recall, Precision of each element in
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Figure 12. F1-E, F1-P, F1-B of each elements in
quadruples.

resulting in a high F1-Binary score. The F1-
Proportional score is approximately equivalent
to the F1-Binary. This proves that when the
model could determine the position of each
component, it predicts that component relatively
accurately. However, F1-Exact score is low. This
is partly because the training data contains noise,
and partly because the extracted components are
relatively complex and easily confused, especially
the element Aspect.

In addition, because of the imbalance of
labels and the confusion between rare and non-
rare labels, the model struggles to accurately
predict rare labels. This is clearly shown in the
second example of Table 9a.

On the other hand, our proposed model can
address a few challenges. This is shown in
Table 9b. Example 1 shows that the ensemble
model can generate all quintuples in long and
complex sentences. For errors as shown in
examples 1 in Table 9a, our model partially solves
them by combining all quintuples learned from
different aspects by the individual models as in
example 2.

6. Conclusion and Future work

In this study, a method for extracting
opinion quintuples is introduced, combining
GCN-based extraction models, generation
models, and classification models. Comparative
sentences are extracted using classification
models, and subsequently, GCN, ViT5, and
BERT-based classifiers are employed to extract
the opinion quintuples. A data augmentation
method is proposed to enhance the models’
performance. Experimental results demonstrate
the superiority of the method and augmented
data over approaches presented in the VLSP 2023
competition. In future work, more sophisticated
augmentation methods could be explored to
enhance the diversity of data.
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