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Abstract: Recently, Xvectors and ECAPA-TDNN have been considered state-of-the-art models in 

designing speaker verification systems. This paper proposes a novel approach that combines 

Attentive statistic pooling-based Xvector and pre-trained ECAPA-TDNN for Vietnamese speaker 

verification. Experiments are conducted on various recent Vietnamese speech datasets. The results 

portrayed that our proposed combination outperformed all constitutive models with 4% to 37% 

relative EER improvement and ranked second place in Task 2 of the 2021 VLSP Speaker 

Verification competition. 
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1. Introduction1  

Speaker Verification (SV) is an important 

biometric problem attracting significant 

attention from the research community and 

industry due to its urgent applications in 

practice. For example, investigators collected 

audio samples of a perpetrator at the scene. The 

investigators want to compare audio samples of 

each suspect and the obtained audio to verify 

whether there is a perpetrator or not. Besides, 

users can use their voice to open, verify, or make 

decisions in payment applications instead of 

_______ 
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using traditional methods. The SV system 

includes two main steps: registration and 

verification. First, the user registers one or 

several voice samples. Next, the system extracts 

the speaker’s acoustic features and saves them in 

the database. These features are considered as 

the "voice signature" of each person. Then, in the 

verification process, the user provides his/her 

identity and voice sample. The system extracts 

the feature, compares it with the stored acoustic 

feature, and gives a successful or failed 

validation message. SV systems can be divided 

into two types: 
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• Text-Independent Speaker Verification (TI-

SV) is based only on acoustic features, 

independent of the content. 

• Text-Dependent Speaker Verification (TD-SV) 

depends on the content of the speech. This 

content (password) is fixed and needs to be 

registered first.   

Compared with TD-SV, TI-SV is more 

flexible because it does not force users to say a 

fixed content but can say whatever they want. 

Recently, many approaches have been proposed 

for TI-SV. However, there is little effort put into 

the Vietnamese language. This paper presents a 

combination of two recent state-of-the-art 

models: Attentive statistical pooling-based 

Xvector [1] and ECAPA-TDNN [2] for 

Vietnamese Text-Independent Speaker 

Verification. Our proposal outperformed all 

constitutive models and achieved second place 

in Task 2 of the Speaker Verification 

Competition held at the eighth workshop on 

Vietnamese Language and Speech Processing 

(VLSP 2021)[3]. The rest of this paper is 

organized as follows. Section 2 introduces 

several recent approaches for the TI-SV 

problem, while the proposed model is described 

in Section 3. Section 4 presents the experimental 

scenarios, settings, and obtained results. 

Discussions and future works are drawn in 

Section 5. 

2. Related Works 

The past decade has witnessed the success of 

Deep Neural Network (DNN) models for 

speaker verification systems. Ghalehjegh [4] 

proposed a DNN model using the i-vector 

feature. Snyder [5] replaced i-vector with 

features extracted from DNN models, allowing 

to distinguish speakers by non-fixed length 

signal inputs. The results showed that the 

proposal is better than i-vector on short input and 

competes in long input. In that same year, Zhang 

[6] proposed an end-to-end model using 

Inception Net. One year after, Torfi [7] proposed 

a 3D Convolution Neural Network.  

Among DNN-based models, Xvector [8] and 

its variants [9, 10] have been state-of-the-art 

methods for the SV problem. The input of these 

models often is Mel Frequency Cepstral 

Coefficients (MFCCs) because it can capture 

essential features into a small dimension 

representation [1, 8, 9]. Furthermore, to adapt 

non-fixed length inputs, most DNNs models 

implemented a pooling layer to aggregate frame-

level embeddings into a fixed-length embedding. 

In the Xvector model, statistical pooling is 

implemented to calculate frame-level features’ 

mean and standard deviation. However, this 

method assigns equal weight to all frames, 

ignoring the importance of some special frames. 

Therefore, some recent studies have added an 

attention layer to pooling layers. For example, 

Okabe [1] weighted on the mean and standard 

deviation of the signal frames. These weights are 

learned by an attention mechanism. Zhu [10] 

introduced a pooling mechanism based on self-

attention and multiple attention heads. However, 

a common limitation of these methods is that the 

weights of the signal frames are scalar. As a 

result, the elements in each frame have the same 

weight when calculating the mean and standard 

deviation, leading to missing essential features. 

Recently Desplanques [2] proposed an ECAPA-

TDNN model using 1D Res2Net blocks with 

shortcut connections to improve the previous 

Xvector model.  

However, all the models mentioned above are 

proposed for the English language. There are 

few studies for the Vietnamese language. In this 

paper, we proposed a hybrid model for 

Vietnamese verification systems. The proposed 

model combines features obtained from the 

attentive-statistical pooling based Xvector [1] 

and an English pre-trained ECAPA-TDNN 

model. The reason is that languages often have a 

lot in common, and a system trained to 

distinguish speakers in a specific language can 

also distinguish speakers in other languages 

well. Utilizing an English pre-trained model 

helps us achieve better performance without 

additional Vietnamese data. Besides, combining 

multiple different models can take advantage of 

constitutive models’ mutual complementarity. 
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3. Proposed Model 

The proposed model architecture is presented 

in Figure 1.  

Firstly, input voice files are split into one-

second signal segments. Then, MFCC features 

are extracted from these signal segments to build 

the Attentive-pooling-based Xvector 

classification model. The loss function used is 

Cross-Entropy Loss. As a result, we obtain a set 

of time-sequential Xvector embeddings for each 

voice input. Next, these embeddings are fed 

through the GRU network with the Generalized 

end-to-end loss (GE2E)[11] to obtain a more 

miniature representation that captures the 

essential characteristics in the more extended 

context of each speaker.  

Besides, a recently proposed model - 

ECAPA-TDNN [2], previously trained for 

English and provided by Speech Brain library1, 

is used in this paper to extract the speaker 

embeddings. This approach hopes to take 

advantage of the power of other language models 

in Vietnamese. Finally, embeddings obtained 

from the two mentioned-above approaches are 

normalized and concatenated to obtain a global 

speaker embedding for each speech input file. 

The configuration of the proposed model is 

shown in Table 1. 
Table 1. Configuration of the proposed model: 

 

4. Evaluation 

4.1. Dataset 

The dataset for the Speaker Verification in 

this paper is taken from the Speaker Verification 

contest at the 8th International Workshop on 

Vietnamese Language and Speech Processing 

(VLSP 2021). The training dataset includes 

about 35k files of 1305 speakers. The mean 

length of these files was 4 seconds. Two private 

tests T1 and T2, provided by the contest, include 

20k pairs of files. 

4.2. Experimental Scenarios 

We evaluate the performance of our proposed 

combined model and two constitutive models 

(Xvector, ECAPA-TDNN). All models use 

Adam, learning rate 3 × 10-4 and batch size 15 on 

a GPU device. No data preprocessing or 

augmentation techniques are used in this 

proposal. 

Besides, we also verify the efficiency of the 

proposed model with several other models in the 

2021 VLSP competition. 

4.3. Experimental Criteria 

The paper adopts the Equal Error Rate (EER) 

to evaluate the effectiveness of the proposed 

model. EER is the point when the False 

Acceptance Rate (FAR) and the False Rejection 

Rate (FRR) of the verification system are equal. 

The meaning of this indicator is explained as 

follows. 

The higher the FRR, the more secure the 

system is. However, when that happens, many 

legal users’ validations are rejected. These users 

have to spend a considerable effort to get a 

successful message, which reduces the user 

experience. Therefore, the sensitivity and 

convenience of the system are poor.  

On the contrary, if FRR is too small, the FAR 

is often remarkably high. As a result, the system 

accepts a lot of invalid user verifications. It is 

easy for users to authenticate successfully, but 

there is a very high risk in security. 

The point where the FAR = FRR is called the 

Equal Error Rate (EER). At this point, the 

system balances between security and 

sensitivity, convenience. Therefore, EER is 

often used as a metric for verification systems. 

The smaller the EER, the better performance.  
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Figure 1. Proposed speaker verification model.

4.4. Experimental Results 

 

To verify the effectiveness of the proposed 

combined model, we compare it with 

constitutive models individually, as shown in 

Figure 2. The obtained results showed that the 

proposed combined model outperformed all 

constitutive models on both two private datasets. 

Compared to ECAPA-TDNN, our proposal got 

4% and 31% relative EER improvement in 

private test T1 and T2, respectively. Compared 

to Attentive-pooling-based Xvector, our 

combined model resulted in 36% and 37% 

improvement in EER values. This proved the 

effectiveness of our combination.  

Besides, to further examine the efficacy of 

our proposal, we also compare it with the top-5 

competitors’ models in the 2021 VLSP as shown 

in Table 3. The results showed that our proposal 

achieved second place and had better 

improvements than three remaining competitors, 

about 2.2%, 10%, and 44.3%, respectively. 

However, our proposal under-performed by 

4.5% of EER when compared with the first rank 

model.  

 

Figure 2. Our FRR when FAR < 1%. 

Finally, we check the practical applicability 

of our model. Suppose that the verification 

systems need a FAR of no more than 1% to meet 

practical security requirements. In other words, 

if a user is an attacker, the probability of passing 

through the system is less than 1%. With a 

defined FAR threshold, the paper checks how 

much the FRR of our model is. 
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The lower the FRR, the more convenient for 

the user. Consider a probability that a legal 

user’s verification is denied is r. Let x be the 

number of attempts for this user to have a 

successful response. The expectation of x is 

calculated as follows: 

 

The obtained FRR values are shown in 

Figure 2. The finding showed that our combined 

model achieved the smallest FRR (18%) among 

all experiments. With FRR = 18%, E(x) = 0.75. 

It means that a legal user can be verified 

successfully on the first try. Overall, our system 

is quite convenient for users. 

Table 2. Compare EER of our combined model with constitutive models. 

 

Table 3. Compare EER of our best model with top-

5 competitor’s models in the 2021 VLSP: 

 

5. Conclusion 

This paper proposes a novel model 

combining two state-of-the-art approaches: 

Xvector and ECAPA-TDNN for Vietnamese 

Speaker Verification. Our combination 

outperformed all constitutive models with EER 

improvement of 4% to 37%. The proposed 

model also proved its convenience when 

considering high-security scenarios. Our 

proposal also achieved second prize in the 

2021 VLSP Speaker Verification Competition. 

In the future, further studies need to be 

conducted to run the model in real-time. 

Besides, we can let users register more voice 

samples to increase model performance.  
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