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Abstract: The development of industry 4.0 in the world is creating challenges in Artificial 

Intelligence (AI) in general and Natural Language Processing (NLP) in particular. Machine Reading 

Comprehension (MRC) is an NLP task with real-world applications that require machines to 

determine the correct answers to questions based on a given document. MRC systems must not only 

answer questions when possible but also determine when the document supports no answer and 

abstain from answering. In this paper, we present our proposed system to solve this task at the VLSP 

shared task 2021: Vietnamese Machine Reading Comprehension with UIT-ViQuAD 2.0. We present 

the MRC4MRC model to address that task. The model is made up of two separate components with 

the same automatic reading function in the MRC4MRC model. Our MRC4MRC based on the XLM-

RoBERTa pre-trained language model achieves 79.13% in F1-score (F1) and 69.72% in EM (Exact 

Match) on the public test set. Our experiments also show that the XLM-RoBERTa language model is 

better than the powerful PhoBERT language model on UIT-ViQuAD 2.0. 

Keywords: Machine Reading Comprehension, Vietnamese, XLM-Roberta.  

1. Introduction1*  

 The past decade has seen tremendous 

development in MRC, including an increase in 

corpus numbers across languages and significant 

progress in techniques. Indeed, datasets and 

models impact the performance of the MRC 

tasks. For the datasets, researchers have 

developed many MRC datasets such as SQuAD 

________ 
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2.0 [1], CMRC2019 [2], FQuAD [3], UIT-

ViNewsQA [4], UITViWikiQA [5], UIT-

ViQuAD [6], and MLQA [7]. Besides 

developing MRC datasets, various significant 

neural network-based methods have been 

proposed and made significant advances in the 

MRC problem, such as FastQA [8], QANet [9], 

and BERT [10]. 
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To develop and improve the MRC task in 
Vietnamese, VLSP Shared Task 2021 opens 
with Vietnamese Machine Reading 
Comprehension. In this task, we must help the 
MRC model correctly predict the question’s 
answer based on the document and predict 
unanswerable questions. Table 1 shows several 
examples for this task. 

 In this paper, we have two primary 
contributions described as follows: 

• We propose a new combined MRC 
model (MRC4MRC) inspired by solving the 
Vietnamese MRC task held at VLSP Shared 
Task 2021. Our proposed model achieves 
superior performance than PhoBERT and XLM-
Roberta models and scored 6th on the private-
test set. 

• We analyze the answerable and 

unanswered questions to show two conclusions 

for the Vietnamese MRC task: the XLM-Roberta 

model is better than the PhoBERT model, and 

the performance of the MRC model (both 

XLMRoberta and PhoBERT) is improved by 

using BiLSTM as the final layer instead of the 

linear layer. 

The rest of the paper is organized as follows. 

In Section 2, we presented the related work. In 

Section 3, we describe the data pre-processing 

process. In Section 4, we described our 

MRC4MRC model. In Section 5, we presented 

the experimental results. Finally, the last section 

gives conclusions about the work. 

Table 1. An example of answerable and unanswerable questions in VLSP Shared Task 2021  

Vietnamese Machine Reading Comprehension 

Context: Malaysia có nguồn gốc từ các vương quốc Mã Lai hiện diện trong khu vực, và từ thế kỷ XVIII, các 

vương quốc này bắt đầu lệ thuộc vào Đế quốc Anh. Các lãnh thổ đầu tiên của Anh Quốc được gọi là Các khu 

định cư Eo biển. Các lãnh thổ tại Malaysia bán đảo được hợp nhất thành Liên hiệp Malaya vào năm 1946. 

Malaya được tái cấu trúc thành Liên bang Malaya vào năm 1948, và giành được độc lập vào ngày 31 tháng 8 

năm 1957. Malaya hợp nhất với Bắc Borneo, Sarawak, và Singapore vào ngày 16 tháng 9 năm 1963, với từ si 

được thêm vào quốc hiệu mới là Malaysia. Đến năm 1965, Singapore bị trục xuất khỏi liên bang. (Malaysia is 

descended from the Malay kingdoms present in the region, and from the eighteenth century, these kingdoms 

became subordinate to the British Empire. The first British territories were known as the Straits Settlements. 

Territories in Peninsular Malaysia were incorporated into the Union of Malaya in 1946. 

Malaya was restructured into the Federation of Malaya in 1948 and gained independence on 31 August 1957. 

Malaya merged with North Borneo, Sarawak, and Singapore on 16 September 1963, with the word si being added 

to the new national title, Malaysia. In 1965, Singapore was expelled from the federation). 

Question 1 (Answerable Question): Các lãnh thổ đầu tiên của Anh Quốc tại Malaysia được gọi là gì?  

( What were the first British territories in Malaysia called?). 

Answer: được gọi là Các khu định cư Eo biển (were known as the Straits Settlements). 

Question 2 (Unanswerable Question): Các lãnh thổ kế tiếp của Anh Quốc tại Malaysia được gọi là gì?  

(What are the next British territories in Malaysia called?). 

Answer: "" 

2. Related Work 

The development of MRC problem and 

Question Answering (QA) systems require the 

integration of datasets and models. In this 

section, we briefly review the datasets and 

models commonly used in the MRC problem and 

the QA system. 

 

2.1. Machine Reading Comprehension and 

Question Answering Datasets 

There are many datasets about MRC and QA 

in different languages in the world. 
MLQA [7] is a benchmark dataset for 

evaluating crosslingual question answering 
performance (English, Arabic, German, Spanish,  
Hindi, Vietnamese and Simplified Chinese). 
MKQA [11] is an open-domain question 



N. D. Nhat, D. N. T. Phong / VNU Journal of Science: Comp. Science & Com. Eng., Vol. 39, No. 2 (2023) 1-9 3 

answering evaluation set comprising 10k 
question-answer pairs aligned across 26 
typologically diverse languages. XQA [12] is a 
data which consists of a total amount of 90k 
question-answer pairs in nine languages for 
cross-lingual open-domain question answering. 
In English, Rajpurkar et al. published the dataset 
named SQuAD 2.0 [1]. SQuAD 2.0 combines 
more than 50,000 unanswerable questions with 
more than 100,000 answerable questions from 
the existing SQuAD 1.1 dataset [13] to create a 
large dataset (more than 150,000 questions) 
widely used in MRC tasks and QA systems. 
Yang et al. published the WiKiQA dataset [14] 
that was collected and annotated for research on 
open-domain question answering. Joshi et al. 
presented the TriviaQA dataset [15], a 
challenging reading comprehension dataset 
containing over 650K question-answer-evidence 
triples. CMRC 2019 [2] is a Chinese Machine 
Reading Comprehension. Specifically, CMRC 
2019 is a sentence cloze-style machine reading 
comprehension dataset that aims to evaluate the 
sentence-level inference ability. FQuAD [3] is a 
French Native Reading Comprehension dataset 
of questions and answers on a set of Wikipedia 
articles that consists of 25,000+ samples. 

 In Vietnamese, MRC datasets have also 
been developed in recent years. ViNewsQA [4] 
is a new corpus for the Vietnamese language to 
evaluate healthcare reading comprehension 
models consisting of 22,057 question-answer 
pairs. UIT-ViWikiQA [5] is the first dataset for 
evaluating sentence extraction-based machine 
reading comprehension in the Vietnamese 
language. UITViQuAD [6] is the first extraction-
based MRC dataset that comprises over 23,000 
human-generated question-answer pairs based 
on 5,109 passages of 174 Vietnamese articles 
from Wikipedia. UIT-ViCoQA [16] is a new 
corpus for conversational reading in Vietnamese 
that includes 10,000 questions with answers to 
more than 2,000 conversations about health 
news articles. ViMMRC [17] is a dataset which 
consists of 2,783 pairs of multiple-choice 
questions and answers based on 417 Vietnamese 
texts which are commonly used for teaching reading 
comprehension for elementary school pupils. 

 

2.2. Machine Reading Comprehension Models 

In the process of researching and solving the 
MRC task, many models were created, such as 
QANet [9], FusionNet [18], DrQA [19], FastQA 
[8]. Most recently, BERT [10] and XLM-
Roberta [20], which are potent models trained on 
multiple languages, have obtained state-of-the-
art performances on MRC problems ([5, 21]). 
Besides, a variant of BERT called PhoBERT 
[22] is a monolingual pre-trained language 
model for Vietnamese. MRC models are 
combined with document retrievers to create QA 
systems in Vietnamese and other languages such 
as ViQAS [23], XLMRserini [24], DrQA [19], 
and BERTserini [25]. 

 

3. Pre-Processing 

Before training the model, we pre-process 
the data based on the rule approach with the 
question word conversion rules [23]. We change 
the word to ask in the questions based on  five 
algorithms corresponding to the five types of 
questions, including When questions, Where 
questions, Who questions, Why questions, and 
What questions. Questions of the same type with 
various question words make the model less 
efficient [5], so we use a set of rules to reduce 
the variety of question words. 

 

Figure 1. Architecture of MRC4MRC model for 

machine reading comprehension task. 
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4. MRC4MRC Model for Vietnamese 

Machine Reading Comprehension 

In this paper, we propose a model 

MRC4MRC based on a combination of two 

answer extractor components of the same type 

(called MRC1 and MRC2). Given a document 

and a preprocessed question, two components 

MRC1 and MRC2, perform unanswerable 

question detection and provide answers to 

answerable questions. MRC1 and MRC2 are two 

separate components with the same automatic 

reading function in the MRC4MRC model, and 

these two components have the same 

architecture and only different model training 

parameters. The overview of the MRC4MRC 

model is depicted in Figure 1. These components 

are described below. 

4.1. Machine Reading Comprehension Components 

Inspired by the superiority of the XLM-R 

model on multiple tasks [20, 23], we implement 

two components of answer extraction (MRC1 

and MRC2) based on the transfer learning 

approach. The XLM-R model was trained on 

previous multilingual data and enhanced to solve 

for answer extraction with the ViQuAD 2.0 

dataset [26] provided by the VLSP competition. 

To feed the task of extracting the answers into 

XLM-R, we put the question and the document 

into the input. At the input, we add two unique 

tokens [CLS] and [SEP]. [CLS] is used for 

classification purposes to classify answerable 

and unanswerable questions in the MRC1 

component. [SEP] is a unique token that 

separates two pieces of text input. It is located in 

the position after the question. 

Through the XLM-Roberta layer, the hidden 

vector representation Ci is computed for each 

token i. Inspired by Nguyen et al. [23], we add 

the Bidirectional LSTM layer at the output of the 

XLM-Roberta layer. For each token i, we 

process forward the hidden state iC   and 

backward the hidden state iC   to obtain Li and 

Li. We set the hidden dimension to 2 because 

each token contains two values as the probability 

of starting and ending the answer. This way is 

widely used in modern MRC models, with the 

last layer being both Linear and Bi-LSTM. At 

each token i, we connect them to obtain the final 

state Li.. 

 ii CLSTML                         (1) 

 ii CLSTML                         (2) 

iii LLL                               (3) 

At each token i, we get the start of the answer 

(S) as the first element of the final state Li and 

the end of the answer (E) as the second element 

of the final state Li. Start and end probabilities at 

each token i are calculated via softmax function 

as follows. 


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The training process is done through the 

optimization of the goal below. 

     
k

eksk PendPstart )log()log(         (6) 

Where sk and ek are the indices of the exact 

start and end index of the sample k. 

In inference time, the predicted answer is 

found by finding the candidates for the starting 

and ending positions by optimizing the 

following problem. 

 ji
i

TETS ..max
j ,

                       (7) 

On the MRC1 model, the model needs to 

recognize unanswerable questions. The token 

[CLS] is included in the model as the first token. 

A null answer score is calculated by formula 8, 

where C is the final hidden state corresponding 

to the token [CLS]. 

                 CECS ..                          (8) 

Finally, the MRC1 model predicts the 

unanswerable question in case the following 

condition is satisfied. 

 ji
i

TETSCECS ..max..
j ,

           (9) 
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4.2. Answer Selection Component 

The model input includes two answers from 

the MRC1 and MRC2 models along with their 

respective scores. The score of the answers is 

calculated from the machine reading 

comprehension components through formula 

number 7. In case the MRC1 model predicts a 

answerable question, the component that 

chooses the answer is activated. Otherwise, this 

component is not working. The output of this 

component is the answer with the higher score. 

 

Figure 2. The answer-extractor component of the MRC4MRC model is built based on the XLM-Roberta model.

5. Experiments 

5.1. Dataset 

We use the UIT-ViQuAD 2.0 dataset [26] 

provided by VLSP Share Task 2021. The 

training set includes 28457 questions in JSON 

format, a public-test set of 3821 questions, and a 

privatetest set of 3712 questions. The dataset 

articles are taken from the Wikipedia website, 

and humans annotate the questions and answers 

in Vietnamese. The detailed information about 

the dataset is described in Table 2. The dataset 

has unanswerable questions and answerable 

questions. In particular, unanswerable questions 

are approximately 32% of the total number of 

questions in the dataset. Some data examples are 

shown in Table 1.
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Table 2. The detailed information about the UIT-ViQuAD 2.0 

5.2. Experimental Settings 

We use a single NVIDIA Tesla K80 via 

Google Colaboratory to train our model. The 

baseline configuration provided by 

HuggingFace1 is used to fine-tune the machine 

reading comprehension components of the 

MRC4MRC model and other models 

implemented by us for comparison such as: 

PhoBERTlarge (with Linear Layer or BiLSTM 

layer is the final layer), and XLM-Robertalarge 

(with Linear Layer or BiLSTM layer is the final 

layer). We set epochs = 2, learning − rate = 2e−5, 

and a maximum string length of 384. Besides, 

we also implement other models to compare the 

performance of the models with our proposed 

model. Additional models we use include: the 

XLM-Robertalarge model [20], and the pre-

trained language model for Vietnamese 

PhoBERTlarge model [22]. Both  implementation 

models for comparison work are developed with 

two different final layers, including Linear and 

BiLSTM. Before training the MRC model using 

PhoBERT as a pre-trained model, we follow the 

request of the author of PhoBERT to conduct 

word segmentation with the VnCoreNLP toolkit 

[27].  

We conduct training of the MRC4MRC 

model in two separate and independent phases, 

including MRC1 and MRC2. We train MRC1 

with all the data in the training set of the 

UITViQuAD 2.0 dataset and MRC2 with the 

answerable questions set of the UIT-ViQuAD 2.0 

dataset. The two models are linked together 

through the answer selection component we 

described in Section 4. 

5.3. Evaluation Metrics 

The two evaluations metrics used by the 

MRC task organizer to evaluate the performance 

of the model are F1-score (F1) and EM. 

Considering two answers, including the gold and 

predicted answers, if the two answers are the 

same, EM is set to 1, and EM is set to 0 

otherwise. 

questions of 

questions predictedcorrectly  of 

Number

Number
EM   (10) 

F1 measures the overlap between the gold 

answer and the predicted answer, calculated by 

Formula 11, where Precision is the ratio of the 

number of correctly predicted tokens to the total 

number of predicted tokens, and Recall is the 

ratio of the number of correctly predicted tokens 

to the total number of tokens of the gold answer. 

F1 is used as the key evaluation metric to rank 

the result of teams. 

RecallPrecision

RecallPrecision2
1




F                (11) 

5.4. Experimental Results 

5.4.1. Model Performance on the Set of 

Answerable and UnanSwerable Questions 

To select two machine reading components 

in the MRC4MRC model, we deploy several 

models to choose the one with the best ability to 

recognize unanswered questions and the best one 

in extracting answers to the answerable 

questions are on the development set. The 

development set is divided by ourselves with 

more than 2000 questions to compare the 

performance of the model. With the results 

shown in Table 4, the models using the last layer 

of BiLSTM have better performance than the 

models using the final layer of Linear and are on 

average 2.68% higher for F1 and 2.84% for EM. 

The XLM-Robertalarge model achieved 

outstanding performance, especially XLM-

Robertalarge has the last layer being BiLSTM 

achieving the highest performance on both the 
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set of answerable and unanswerable questions.   

For the unanswerable questions, the XLM-

Robertalarge+BiLSTM model achieve a 

recognition efficiency of 82.21%. On the 

answerable questions, the XLM-

Robertalarge+BiLSTM model also achieve the 

best performance with F1 of 66.18% and EM of 

45.89%. Therefore, we choose the XLM-

Robertalarge+BiSLTM model for both MRC1 and 

MRC2 components of our proposed MRC4MRC 

system to provide the best overall system 

performance. 

5.4.2. Performance of Models 

In this section, we show the task results in 

Table 3. The models are implemented based on 

the XLM-Robertalarge pretrained multilingual 

model, outperforming models implemented 

based on PhoBERTlarge pre-trained monolingual 

model. Our proposed model (MRC4MRC) 

achieves the best performance compared to other 

models to solve the Vietnamese MRC task. In 

detail, the MRC4MRC model performed an F1-

score of 79.13% and an EM of 69.72% on the 

public test set. Our model (MRC4MRC) versus 

the original XLM-R model with 1.16% higher 

F1-score and 2.28% higher EM on the public test 

set. Adding the Bi-LSTM layer also helps our 

model increase 1.38% F1-score and 2.02% EM 

on the public test set of the UIT-ViQuAD 

dataset. 

Table 3. Performance of the models in the unanswerable question  

and the answerable question set in the development set 

 

Table 4. Our experimental results on the Vietnamese Machine Reading Comprehension task 

 

Table 5. Table of results of the top 7 teams on the public test set and the private test set 
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As shown in Table 5, the MRC4MRC model 

achieves rank seventh when testing on the public 

test set. On a private-test set, our proposed model 

has a sixth performance when using F1 as the 

metric to rank teams. 
 

6. Conclusion and Future Work 

This paper presented our approach to solving 

the Vietnamese machine reading comprehension 

task proposed at VLSP ShareTask 2021. We 

implemented the MRC4MRC model to detect 

the unanswerable question and extract the 

answerable questions based on the provided 

documents. We participated in the Vietnamese 

MRC task and evaluated the performance of our 

system on the UIT-ViQuAD 2.0 dataset 

proposed by MRC task organizers at the VLSP 

Shared Task 2021. As above, our result is an F1-

score of 75.59% and EM of 64.87%, ranking the 

7th of the scoreboard on the private-test set. We 

also show that the performance of the XLM-

Roberta model outperforms the PhoBERT model 

for the Vietnamese MRC tasks. When using 

BiLSTM as the final layer instead of Linear, the 

performance of the MRC models (XLM-Roberta 

and PhoBERT) is improved on both F1 and EM. 

In future work, we plan to address this task in 

different ways to enhance performance. We will 

investigate experiments on a deep neural 

networks approach, a transfer learning approach, 

and an ensemble model approach. We also 

analyze experimental results on this task to select 

the efficient approach to boost the result of the 

Vietnamese machine reading comprehension task. 
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