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Abstract: Nowadays, the amount of information has become huge, and our task is to find the correct
answers to the questions. In fact, not every question has an answer, and then the best answer should
be don’t know, where the model that makes the prediction is the empty string. Building a high-
accuracy response model will make people’s lives easier. We have the SQuAD dataset for English
that helps train the machine reading comprehension model. Based on SQUAD 2.0, the organizing
committee developed the Vietnamese Question Answering Dataset UIT-ViQUAD 2.0 [1], a reading
comprehension dataset consisting of questions posed by crowd-workers on a set of Wikipedia
Vietnamese articles. The UIT-ViQUAD 2.0 dataset evolved from version 1.0 with the difference that
version 2.0 contained answerable and unanswerable questions. The challenge of this problem [2] is
to distinguish between answerable and unanswerable questions. The answer to every question is a
span of text from the corresponding reading passage, or the question might be unanswerable. Our
system employs simple yet highly effective methods. The system uses a pre-trained language model
(PLM) called XLM-RoBERTa (XLM-R [3]), combined with filtering results from multiple output
files to produce the final result. We created about 5-7 output files and selected the most repetitions
as the final prediction answer. After filtering, our system increased from 75.172% to 76.386% at the
F1 measure and achieved 65,329% in the EM measure on the Private Test set,...

Keywords: Machine-reading-comprehension, VSLP, MRC, Vietnamese.

1. Introduction precision answering system plays a vital role in
human life. The MRC is an integral part of the

Flndlng the correct answer is a dally need of open_domain question answering System, and
every person. Therefore, building a high- the accuracy of the answer depends on this
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problem. We believe that MRC is a critical area
for natural language processing (NLP) and
greatly influences other fields in NLP. The task
has achieved outstanding results by introducing
quality MRC datasets such as SQUAD 1.0 [4],
CMRC [5], NewsQA [6], UIT-ViQUuAD 1.0 [7].
Many systems have even surpassed human
performance. However, the machine reading
comprehension models that deal with
answerable and unanswerable questions in
Vietnamese are currently quite a few. Therefore,
we aim to build a system to predict answers with
high accuracy based on the UIT-ViQuAD 2.0
dataset provided by the organizers of the VLSP-
VIMRC 2021. Table 1 gives an example of an
answerable and unanswerable question in the
UIT-ViQuAD 2.0 dataset.

The rest of the paper is structured as follows.
Section 2 introduces the related work that we
researched for the construction of the MRC
system. Section 3 talks about our system and
how we build it. Next are the parameters of the
UIT-ViQuAD 2.0 dataset, and our analysis of the
dataset is presented in section 4. Section 5
presents the experimental results and the
measure of the problem in the competition.
Finally, in section 6, we conclude and talk about
the development directions for our system.

2. Related Work

Machine Reading Comprehension is a
necessary problem in today’s life and appeared a
long time ago. However, because previous
datasets had not achieved high accuracy, there
was a time when the problem settled down. Until
2015, when the SQUAD (Wikipedia-sourced
Machine Reading Comprehension Dataset)
dataset was released, the models achieved high
accuracy thanks to the properly constructed
dataset. Following that success, datasets for
many other languages were also gradually born.
The Vietnamese machine reading
comprehension dataset has only appeared in the
last three years. Prominent Vietnamese MRC
datasets are:

UIT-ViNewsQA: Vietnamese Corpus for
Machine Reading Comprehension of Health
News Articles published in January 2020.

UIT-VIQUAD: The first dataset sourced
from the Vietnamese Wikipedia was published
in September 2020. The accuracy for the
problem in wversion 1.0 of UIT-VIiQuAD
currently achieves the highest accuracy of
89.54%.

UIT-VIMMRC: dataset for Vietnamese
reading comprehension by answering multiple-
choice questions published in October 2020.

UIT-ViWIikiQA: is converted from the
UIT-ViQUAD dataset for evaluating sentence
extraction-based machine reading
comprehension in the Vietnamese language. The
dataset released in May 2021.

In this paper, we work with the UIT-
VIiQUAD 2.0 dataset. Compared to the above
datasets, UIT-ViQuAD 2.0 includes
unanswerable questions, similar to SQUAD 2.0
dataset. However, version 2.0 causes more
difficulties for the model, as the model needs to
correctly distinguish the cases where the
guestion is answerable or not. The wrong
discrimination greatly influences the accuracy of
the model because, for the wrong prediction
sentence, the accuracy of that sentence is 0%.

We need to solve two big problems for the
Vietnamese machine reading comprehension
problem. The first is machine reading
comprehension. We need to build a system that
can determine if a question is answerable or not.
If it can be answered, extract the answer span
from the passage. The second is the complexity
of the Vietnamese language. The model needs to
be trained on a large amount of Vietnamese data
to be able to predict the answer with high
accuracy. A more straightforward way is to use
a PLM. Transfer learning helps us to inherit pre-
trained parameters, saving time while ensuring
performance.

Transfer learning is to transfer the learned
features of the previous neuron to the following
neurons without re-learning. It is similar to a
teacher ’transfer’ on her knowledge to the
students. A pre-trained model is a saved network



12 D. V. Nhan, N. L. Minh / VNU Journal of Science: Comp. Science & Com. Eng, Vol. 39, No. 2 (2023) 10-21

that has been previously trained on a large data
set. Bidirectional encoders in pre-trained model
can be used to generate contextualized
representations of input embeddings using the
entire input context, can be learned using a
masked language model objective where a
model is trained to guess the missing information
from an input. Pretrained language models can
be fine-tuned for specific cases, each application
can be added different lightweight classifier
layers on top of the outputs of the pretrained
model. With the development of transfer
learning in the natural language processing
(NLP) field, pre-trained models are preferred
because it saves training time on large amounts
of data to the model can handle a particular
language and task well. We have studied some
popular models giving good results on
Vietnamese topics, MRC topics in general, and
Vietnamese MRC in particular, for example:

BARTDpho [8]: is the homonym of the word
"bowl of Pho"in Vietnamese, using the
"large"architecture and pre-training scheme of
the seg-to-seq denoising model BART, which is
specifically suitable for this NLP tasks.
Experiments on a downstream task of
Vietnamese text summarization show that
BARTpho outperforms the strong baseline
MBART and assesses the state-of-the-art in both
automated and human evaluations.

PhoBERT [9]: are the state-of-the-art
language model for Vietnamese ("Pho"is a
popular food in Vietnam). Test results show that
PhoBERT gives good results in many
Vietnamese-specific NLP tasks, including Part
of Speech tagging, Dependency Parsing, Named
Entity Recognition, and Natural Language
Inference course.

Table 1. Answerable and unanswerable example in UIT-ViQUAD 2.0

Pagsage: M& méy nhj phan (khac voi mé hop ngir) ¢6 the duge xem nhu Ia phuong thirc biéu dién thap

nhat cia mot chuong trinh da bién dich hay hop dich, hay 1a ngon ngi 1ap trinh nguyén thuy phu thuocvao phan
ctng (ngon ngit 1ap trinh thé hé dau tién). Mic di chlng ta hoan toan CO thé viét chuong trinhtryc tiép bang ma nhi
phan, viéc nay rat kho khan va dé gay ra nhing 15i nghiém trong vi ta can phai quan ly ting bit don I¢ va tinh toan|
cac dia ch1 va hang s6 hoc mét cach thu cong. Do d6, ngoai trir nhitng thao tac can tdi uu va gd 16i chuyén biét,
ching ta rat hiém khi 1am diéu nay.

English: Binary machine code (different from the assembly code) can be viewed as the lowest representation of a
compiled or compatible program, or the primitive programming language depends on the hardware (first-
generation language programming). Although we can completely write programsdirectly with binary code, this is
very difficult and easy to cause severe errors because we need to manage every bit and calculate addresses and
manually learned constants. Therefore, except for optimal and debugging operations, we rarely do this.

Question 1: "Ng6n ngit 1ap trinh thé hé dau tién 1a ngdn ngir gi?"

English: "What is a first-generation programming language?"

IAnswerable: "M& may nhi phan"

English: "Binary machine code"

Question 2: "Ngbn ngit 1ap trinh hop ngir dau tién 1a ngdn ngir gi?"

English:"What was the first assembly language?"

Unanswerable: "

Plausible answer: "M& may nhi phan"

English: "Binary machine code"

XLM-R  model [10]: proposed in
Unsupervised  Cross-lingual  Representation
Learning at Scale by Alexis Conneau et al.
XLM-R is primarily based on Facebook’s
RoBERTa model [11], released in 2019. It is a

large multilingual language model trained on
2.5TB of filtered CommonCrawl data and is the
XLM [12] model’s state-of-the-art. XLM-R
shows the ability to train multiple language
models  (including  Vietnamese)  without
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sacrificing per-language performance. Models
such as XLM and mBERT are limited in learning
valuable representations for low-resource
languages. XLM-R improves upon previous
multilingual approaches by combining lots of
data and training over 100 languages - including
so-called low-resource languages, which lack
tagged datasets labeled and are not widely
labeled. Unlike some XLM multilingual models,
it now no longer requires the language controller
to recognize which language is used and decide
the correct language from the input id.

We decided to use two pre-trained models,
PhoBERT and XLM-R for our experiments.
Experimental results show that XLM-R gives
better results in this Vietnamese MRC task, so
we used XLM-R.

3. Our System

3.1. Model Based on XLM-R

Our system Figure 1 is built with the
backbone of the pre-trained language model
(PrLM) XLM-R Figure 2.

XLM-R is a model trained in about 100
languages, including Vietnamese. Therefore, we
also download the model and go through the
same processing steps as the SQUAD 2.0 dataset,
including preprocessing, tokenizing, feature
extraction, and training. However, because
Vietnamese is not the same as English, hyper-
parameters such as epoch number, batch size, or
learning rate will differ. Therefore, we need to test
many times to choose the most suitable parameters.

First, we load the data from the train set into
clusters: Context C = {Cy, ...,Cy}, question Q =
{Q1,...,Qn}and answer A={A4,...,An}. The
test dataset with input includes the clusters:
context and question. Our task is to train the
model on the training dataset so that the model
can find the correct answer to the question (the
answer is null text or a span extracted from the
paragraph). For the model to be able to
understand human language, we need to convert
the passages, questions, and answers from text to
numbers. We use a tokenizer language model
compatible with a pre-trained language model
from XLM-R. Then, we proceed to process the
data to extract the necessary features for the
model with pre-written functions from the
Hugging face for the SQUAD 2.0 dataset because
the structure of the UIT-VIQuAD 2.0 dataset is
the same as the SQUAD 2.0 dataset. The model
we use to train the MRC task is RoBERTa
because it is a model that can take advantage of
the parameters from PrLM XLM-R. We feed the
features extracted from the training dataset for
model and train. The model after being trained to
determine if the question has an answer within
the passage. For answerable questions, the
resulting span extracted from the context is
calculated by taking the answer’s start position
and end position values with the highest
probability among the positions that the model
predicts. Cases where the model returns null text,
include: The answer is within the question. The
answer has a larger starting position than the
ending position and a probability less than the
null threshold.

Fine-Tune
"|  Hyperparameters

h

Training with train set

h 4

Output

- Encode Data:
Load data Extract features
from train set from Data
and dev set
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' |£|:||:| Qutput n
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Figure 1. Our Vietnamese Machine Reading Comprehension model.



14 D. V. Nhan, N. L. Minh / VNU Journal of Science: Comp. Science & Com. Eng, Vol. 39, No. 2 (2023) 10-21

Figure 2 shows how the XLM-R pre-trained
language model takes input and gives an answer.
The model will receive the question and the
context (document), tokenize them and separate
the question and the context with [SEP]. After
processing and calculating, the model finds the
starting and ending positions of the answer. If the
model predicts the question has no answer, it
returns null text; otherwise, it will return
multiple start and end positions. The selected
answer is a span in the context with the start
position value multiplied by the end position
with the highest result.

3.2. Filter Module

The difference of our system from existing
models using XLM-R is that we built an

additional module to process and calculate
consensus for the answers. When the model
undergoes many different training times, the
results at each prediction time are also different.
When going through labeling rounds, humans
also give the same answers on easy questions,
and for complex questions, maybe each person
will answer a different answer. At that time,
people tend to take the outcome as the most
similar answer among the predictors. This
approach does not always find the correct
answer, but the correct rate will be increased in
general. As a result, the model can eliminate less
likely answers. This module is applicable not
only to the XLM-R model but also to all other
models since the method is based on the highest
probability, helping to maximize the answer.
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Figure 2. The XML-R Reading Comprehension model.
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This module is inspired by creating a dataset:
an answer in data must be agreed from at least
two annotators. Criteria for selecting output files
are files that do not overlap. At each model
training, there should be differences in
hyperparameters. We found that the prediction
files achieved the highest accuracy at three
epochs or four epochs during the experiment. So,
at each guess, we save these two prediction result
files. Every time we train, we change the
hyperparameters like learning_rate, batch_size,
max_seq_length, max_query_length. After three
runs of the model, we get six output files:

fl= {All, Aln} ) ey f6 = {Ael,..., Aen}

In which: f1, . . . f6 are prediction files. A is
the predicted answer corresponding to each
question in the file. Our final output file after
filtering is:

f={Ay,... A}

In which:

Ai = max_repeat_answer {Aii, . .., Asi} (1<
i < n) According to our observations in the
prediction files, the answers to difficult
questions often vary, but repeated answers in
multiple files are usually the correct answer.
Therefore, we chose the answer in the last file as
the most repeated answer from six files. We
randomly selected the final answer for the case
where all six files predict six different answers
for the same question. Experiments show that
when taking the answers with the most
frequency, our model increases from 1-2%
accuracy on the test dataset of UIT-ViQUAD 2.0.

Table 6 illustrates how the filter module
selects the final result from the 4 answers. The
answer "song bang c.c nam cua Hoa Ky'"" was
chosen because it repeats the most times.

4. Dataset

4.1. Statistics

The initial version of UIT-ViIQUAD 2.0 was
UIT-ViQUAD 1.0, a dataset developed based on
SQ 1.0. The dataset contains 23 K+ question-
answer pairs on 170+ articles extracted from

Wikipedia. The titles from the dataset are taken
from high-ranking Wikipedia articles; each title
is divided into several paragraphs, each
paragraph has many questions. A continuous
span extracted from the passage corresponds to
each question with an answer.

The dataset used in this paper is from the
Vietnamese Machine Reading Comprehension
task at The 8th International Workshop on
Vietnamese Language and Speech Processing
(VLSP 2021) created by [7].

UIT-VIQUAD 2.0 combines the 23K
questions in UIT-ViQUAD 1.0 with over 12K
unanswerable questions written adversarially by
crowd-workers to look similar to answerable
ones. The difference from version 1.0 is that each
guestion can answer or not. Similar to the set of
UIT-ViQUAD 1.0, the answer to each question is
a span extracted from the passage. We consider
the answer as a null text for the unanswerable
question and add a plausible answer field
containing the confusing answer that the model
might choose. With the UIT-VIQUAD 2.0
dataset, MRC systems must answer questions
when possible and determine when the context
supports no answer.

Table 2 shows that the total number of
questions in the UIT-VIQUAD 2.0 is 35.990. In
addition, the table also lists the number of
articles, passages, and unanswerable questions in
the train, dev, and test set of the dataset.

The external dataset UIT-ViQUAD 2.0 helps
to train the model to find the answer to the
guestion, as well as the normal person, there will
be cases where there are questions that cannot be
answered. The datasets also have such a case
section that helps build more complete models in
many ways, not just finding the right answer.

4.2. Vietnamese Characteristics

Vietnamese is a complex language in many
aspects, such as tones (Vietnamese has six
tones), reading, and context. Some examples:

e ca, ca, ca, ca, ca, ca each word has a
different meaning.

» nghi, nghi have the same pronunciation.
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» yand i have the same reading, but when
in the word, the word, the reading and meaning
are different.

«  ¢6 means both old, neck, her depending
on the context.

Each of the above factors changes the
meaning of Vietnamese, so if the data is not
processed, it will significantly affect the
resolution. Therefore, we have to check the
Vietnamese dataset to make sure it doesn’t have
too many problems affecting problem-solving.

Question words in Vietnamese are more
diverse than in English, and Vietnamese also has
questions: What, Where, When, Who, Which,
How. With each question word in Vietnamese,
there are more ways to ask. For example, for the
What question, in Vietnamese, there are related
questions such as gi, 12 gi, cai gi, dé 1am gi. Same
for Where, When, Who, Which, How. Example
"What is this?", when translated into
Vietnamese, there are many ways to ask, such as
"Cai gi day?", "DPay la con gi?", "Day la gi?".
Therefore, the model is more challenging to
understand the question in Vietnamese.

Comma position plays a significant role in
Vietnamese. Just changing the meaning of a
sentence can be changed entirely. E.g.:

«  "Rén h6 mang bo 1én nai".

+  "Rén, ho mang bo 1én ni."

When changing the commas in the two
sentences above, the sentence’s meaning
changescompletely. In Vietnamese, a
sentence’s meaning depends on the
surrounding context. Because a sentence can
have many meanings. E.g.: "C6 deo vong ¢d."

The above sentence means "a girl is wearing
a necklace around her neckor "a girl is wearing
her necklace"or "a girl is wearing an antique
necklace". The above aspects make Vietnamese
more complicated for the model. Especially with
questions using synonyms, homonyms, or
equivalent knowledge, the model will be
ambiguous when learning.

5. Results and Evaluation

5.1. Evaluation Metrics

Similar to the evaluation method on the
SQUAD 2.0 dataset, UIT-ViQUAD 2.0 also uses
EM and F1-Scores as assessment measures for
the Vietnamese machine reading comprehension
task.

Table 2. Overview statistics of the UIT-ViQUAD 2.0 dataset

Train Public Test Private Test All
Number of articles 138 19 19 176
Number of passages 4,101 557 515 5,173
Number of total questions 28,457 3,821 3,712 35,990
Number of unanswerable questions 9,217 1,168 1,116 11,501

Table 3. Detailed results on the private dev, evaluated on EM and F1 scores

F1 EM Has Answer F1

Has Answer EM

No Answer F1 No Answer EM

70,764 | 56,223 65,724

44,329

81,457 81,457

F1-Score: F1-score is a popular metric for
natural language processing and is also used in
machine reading comprehension. F1-Score is a
more  objective  representation of  the
performance of a model. F1-score estimated over

the individual tokens in the predicted answer
against those in the gold standard answers. The
F1-score is based on the number of matched
tokens between the predicted and gold standard
answers. To calculate the F1 measure, we treat



D. V. Nhan, N. L. Minh / VNU Journal of Science: Comp. Science & Com. Eng, Vol. 39, No. 2 (2023) 10-21 17

each gold standard answer and predicted answer
as a bag of tokens. Then calculate the number of
tokens that are the same (numSame) between
predicted answers and gold standard answers.

Recall: calculated by scaling the same tokens

by the tokens in the gold standard answer.
recall = numSame (1)
numTruth

Precision: calculated by scaling the same
tokens by the tokens in the predicted answer.
. numSame
precision = ——— )
numPredict
The formula calculates the measure F1:
_ 2=recall * precision

v (recall + precision)

3)

Exact-match: Each answer where the
prediction tokens perfectly match the token of
the gold standard answer will get a value of 1,
otherwise get a value of 0. Divide all correct
answers by the total number of questions in the
test dataset, and we get the EM measure result.
Note, before comparison, the text of the
predicted answer and the gold standard answer is
normalized.

In VLSP 2021 - the task of Vietnamese
MRC, the final ranking is evaluated on the test
set, according to the Fl-score (EM as a
secondary metric when there is a tie). The results
are round to the nearest hundredth (3 decimal
places). If two teams have the same F1 score,
EM score is used to determine which team is
better.

Table 4. Aggregate results on the Public Test, Private Dev and Private Test, evaluated on EM and F1 scores

Public Test Private Dev Private Test
F1 EM F1 EM F1 EM
PhoBert 69,280 | 58,493 | 63,130 | 49,363 - -
XLM-R 78,637 | 68,804 | 70,764 | 56,223 | 75,172 | 63,147
XLM-R with output filter - - - - 76,386 | 65,329

5.2. Result

We performed on the public test dataset and
the private test dataset of the contest and got the
result of 4th overall on the private test dataset the
private test dataset of the contest and got the
result of 4th overall on the private test dataset
(Table 5).

We have not applied the output file filtering
in the public test phase. After using the output
file filtering, it can be seen that our team’s
ranking is significantly improved on the
leaderboard.

We found that PrLMs play a vital role in
predicting the results for the Vietnamese MRC
problem through the experimental process.
According to the PrLMs the groups provided to
the organizers of the VLSP2021-MRC and
announced by the organizers, most of the groups
use the currently prominent PrLMs suitable for

Vietnamese for the MRC task such as XLM-R,
PhoBERT, BARTPho, mBERT, and mT5 [13].
The fact from the SQUAD 2.0 dataset shows that
the leading models are often combined from
many different models. Our system, currently, is
only using a single model in combination with
the filter output module.

5.3. Analysis

We decided to test two models that we think
are the most feasible for the Vietnamese
language: PhoBERT and XLM-RoBERTa. Our
experimental results are shown in table 4 on
three sets, of which two sets from the contest are
Public Test and Private Test. In the Private Dev
set, we split ourselves to evaluate the model.
Experimental results with PhoBERT and XLM-
RoBERTa on the Public test set and Private Dev
set show that XLM-RoBERTa has superior
results. Therefore, we decided to use the XLM-
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RoBERTa model for the final test set of the
VLSP-MRC 2021. With the addition of the filter
module, we significantly improved our rankings
in the competition, which is also our best result
in this contest. Table 3 experiments on the

correct answer are predicted with low accuracy.
As we guess, the model predicted many
unanswerable questions, while gold data are
answerable. Such cases will receive 0% of the
EM measure, resulting in the answer being

Private Dev set that we divided ourselves
showed that the F1 and EM measures had a
relatively significant difference: 70.764% and
56.223%. The reason is that the answers with the

shallow: 44.329%. Therefore, to increase
the model’s accuracy, the model must solve
these cases.

Table 5. Ranking of participating teams on public test set and private test set

Public test Private test
Team F1 EM | Team F1 EM
NLP_HUST 84,236 77,728 | vc-tus 77,241 66,137
NTQ 84,089 77,990 | ebisu_uit 77,222 | 67,430
ebisu_uit 82,622 73,698 | F-NLP 76,456 | 64,655
ve-tus 81,013 71,316 | UIT-MegaPikachu 76,386 | 65,329
F-NLP 80,578 70,662 | SDSOM 75,981 | 63,012
SDSOM 79,594 69,092 | UITSunWind 75,587 | 64,871
UITSunWind 79,130 69,720 | Big Heroes 74,241 | 61,126
UIT-MegaPikachu 78,637 68,804 | 914-clover 73,027 | 61,853
914-Clover 78,515 69,013 | NTQ 72,863 | 60,938
Big Heroes 78,491 68,150 | Hey VinMart 70,352 | 57,786
BASELINE 63,031 53,546 | BASELINE 60,338 | 49,353

Table 6. Example how the filter module chooses the final answer

Context: Day nGi Sierra Nevada (tirc "dy ndi tuyét"trong tiéng Tay Ban Nha) & phia dong va trung tdm tiéu bang,
¢6 nti Whitney 14 dinh nui cao nhat trong 48 tiéu bang (4,421 mét (14,505 feet)). Trong day Sierra con c6 Cong
vién Qudc gia Yosemite va hd Tahoe (mot hd nude ngot SAu va 12 ho 16n nhit cua tiéubang theo thé tich). Bén
phia dong cua day Sierra la thung liing Owens va hd Mono — noi sinh sng chi yéu ctia chim bién. Con bén phia|
tay 1a hd Clear, hd nu6c ngot 16n nhat cua California theo dién tich.Vao mua déng, nhiét d6 ¢ day Sierra Nevada|
xudng t6i nhiét do dong bang va & day co hang chuc dongsdng biang nho, trong dé c6 sdng bang cuc nam clal
Hoa Ky, séng bang Palisade.

English: The Sierra Nevada (or "snow mountain range"in Spanish) ranges in the east and central parts ofthe state,
with Mount Whitney being the tallest peak in the 48 states (4,421 meters (14,505 feet)). In the Sierra Range are
also Yosemite National Park and Lake Tahoe (a deep freshwater lake and the state’slargest lake by volume). To
the east of the Sierra are the Owens Valley and Mono Lake, which is mainly inhabited by seabirds. To the west is
Clear Lake, California’s largest freshwater lake by area. In winter,temperatures in the Sierra Nevada drop to
freezing, and there are dozens of small glaciers, including the southernmost glacier in the United States, the
Palisade Glacier.

Question: "Hay cho biét vi tri dia ly ciia s6ng bang Palisade trong lanh thd nudc My?"

English: "What is the geographical location of the Palisade Glacier in the United States?"

Predict 1: "song bang cuc nam cta Hoa Ky"

English:"America’s southernmost glacier"

Predict 2: "ddy Sierra

Nevada" English:"Sierra Nevada range"
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Predict 3: "cuc nam"

English:"southernmost"
Predict 4: "sdng bang cuc nam cua Hoa Ky"
English:" America’s southernmost glacier"

Answer after filter: "sdng bang cuc nam cua Hoa Ky"
English: "America’s southernmost glacier"

Table 7. The case is no answer but received an answer

Context: "Nam 1996, Han Quéc tré thanh thanh vién cia OECD, mot mdc quan trong trong lich sir phat trién cual
dat nuge. Gidng nhu cac quc gia phat trién khac, nganh dich vu da tang nhanh, chiém khoang 70% GDP. Cung
v6i sy phat trién vé kinh té, doi sbng ctia nhan dan dugc nang cao rat nhanh tré nén ngang bang cac qudc gia phét
trién khac & chau Au va cac nude Bic My. Chi sé phat trién con ngudi (HDI) dat 0,912 vao nam 2006. Hién nay,
thu nhap va tai san cua Han Qudc dang ting mot phanla do sy dau tu va xuat khau cong nghé cao sang cac nud
dang phat trién nhu Trung Quéc, Viét Nam,va Indonesia”.

English: "In 1996, Korea became a member of the OECD, a milestone in the country’s developmenthistory. Like
other developed countries, the service industry has grown rapidly, accounting for about 70% of GDP. Along with
economic development, people’s living standards have been improved veryquickly, becoming comparable to
other developed countries in Europe and North America. The Human Development Index (HDI) reached 0.912
in 2006. Currently, Korea’s income and wealth are increasing in part due to high-tech investment and exports to,
developing countries like China, Vietnam, and Indonesia."

Question: "Tir khi ndo Han Quéc thu nhap thanh vién cia OECD?"
English: "Since when does Korea income member of the OECD?"

Wrong Answer: "Nam 1996,"
English: "In 1996,"

Correct Answer: ""
English: ™"

Table 8. The case has an answer but received no answer

Context: "Khi Tuéng Park Chung-hee nim quyén vao nim 1961, Han Qudc da c6 mot thu nhap binh quan dau|
ngudi it hon $ 80 USD mdi nam. Trong thoi gian d6, Han Qudc chu yéu 1a phy thude vao vién trg nudc ngoai,
chu yéu 1a tir My dé doi 1iy su tham gia ciia Han Qudc trong chién tranh Viét Nam. Han Qudc da ctr khoang]
320.000 quéan nhan sang tham chién cling My trong chién tranh Viét Nam dé d6i lay nhing khoan vién trg cial
Mjy. Khoang 5.000 linh Han Quéc da chét va khoang 11.000 linh khéc bi thuong tt trong cudc chién nay. Doi
quan nay ciing gy ra mot danh séchdai nhitng toi ac chién tranh, nhitng vu tham sat thuong dan Viét Nam khi
tham chién, ...

English: When General Park Chung-hee took power in 1961, Korea had a per capita income of less than $80
USD per year. During that time, Korea was largely dependent on foreign aid, mainly from theUnited States, in
exchange for Korea’s participation in the Vietnam War. South Korea sent about 320,000 troops to fight with the
US in the Vietnam War in exchange for US aid. About 5,000 South Korean soldiers died and about 11,000 more,
were injured in this war. This army also committed a long list of war crimes, massacres of Vietnamese civilians
during the war,...

Question: "Tdng thong Park Chung-hee 1én nhan chirc vao thoi gian nao?"
English: "When did President Park Chung-hee take office?"

Wrong Answer: "
English: ™"

Correct Answer: "nam 1961"
English: "In 1961"
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Table 9. The case has an answer but received the wrong answer:

Context: "Han Qudc ciing la mot nudc phét trién co sy tang truong kinh té nhanh nhat, véi toe d6 tang trudng]
GDP binh quén 1a 5% mdi ndm - mot phan tich gan day nhét boi Goldman Sachs nam 2007 d3 chi ra néu duy tri
dugce te do ting truong ndy, Han Qudc s& tré thanh nudc ¢6 nénkinh té 16n thir 9 trén thé gi¢i vao nam 2025 vdi
GDP binh quan du ngudi 12 52.000 USD va tiép 25 niam sau nita s& vuot qua tit ca CAC nudc ngoai trir Hoa Ky
dé tro thanh nude cd6 GDPdau ngudi thir hai trén thé gisi, voi binh quan dau nguoi la 81.000 USD."

English: South Korea is also a developed country with the fastest economic growth, with an average GDP growth
rate of 5% per year - a most recent analysis by Goldman Sachs in 2007 showed that if the rate can be maintained
at this rate of growth, Korea will become the 9th largest economy in the world by 2025 with a GDP per capita
of 52,000 USD and in the next 25 years it will surpass all countries except the United States to become the country
with the second GDP per capita in the world, with a per capita of 81,000 USD.

Question: "Theo nhu phan tich gan diy nhat ciia Goldman, néu nhu tiép tyc ting trudng 6n dich, nén kinh té cua
Han Qudc s& phat trién nhu thé ndo vao nam 2050?"

Korean economy develop in 2050?"

English: "According to Goldman’s most recent analysis, if it continues to grow steadily, how willthe

Wrong Answer: "tré thanh nudc ¢6 nén kinh té 16n thir 9 trén thé gisi"
English: "become the country has the 9th largest economy in the world"

trén thé gioi"

capita in the world"

Correct Answer: "sé vuot qua tat ca cac nudc ngoai trir Hoa Ky dé trg thanh nuéc c6 GDP dau ngudi thi hai

English:"will surpass all countries except the United States to become the country with the second GDPper

From our results, we find that there are three
error cases, which are:

The first error case is that there is no answer,
but the result is that there is an answer. The
wrong answers received often answer the right
type of question (khi nao (when), cai gi
(what),...), but the model cannot distinguish
similar words and was confused because it has
many of the same words (example in Table 7: thu
thap thanh vién and tré thanh thanh vién), leading
to misunderstanding the meaning of the sentence.

The next error is having an answer but
getting no answer. We found that the reason for
this error was that the model did not understand
synonyms or equivalent knowledge in the context
(example in Table 8: The General and the President
here are the same person, Park Chung-hee).

The last error case is an answer, but the result
is a wrong answer. We find that this error is that
the question requires inference such as
computation (example in Table 9: the model
cannot calculate that 2050 is 25 years after 2025
so it will confuse it with 2025.) to give the
correct answer, which leads to the model
answering a given question similar to a question
without inference.

In addition, to increase the accuracy of the
model. We can apply the ensemble model to
combine multiple models, helping to improve
performance. Or use more data sets other than
UIT-VIQUAD 2.0 to train a more diverse
learning model.

6. Conclusion and Future Work

The MRC problem with the UIT-ViQuA 2.0
dataset presents us with many challenges. The
first challenge is to distinguish whether a
guestion can be answered or not; determining
right or wrong significantly affects accuracy.
The second challenge is to find the exact answers
to the questions. Questions that use synonyms or
equivalent knowledge cause many difficulties
for predictive models. Therefore, we need to
solve these problems if we want to increase the
accuracy of the problem.

In this paper, we have successfully built an
answer prediction model based on XLM-
RoBERTa. We also contribute a new idea to the
machine reading comprehension problem using
the filter module.  With this model, at the
VLSP2021 - the task of Vietnamese MRC
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competition, our team (UIT-MegaPikachu)
achieved 4th place overall. With a method and
idea that is not too complicated but highly
effective, the difference is less than 1% in the F1
measure compared to the leading group. This
model can be considered as one of the best
models to date in the UIT-ViQUAD 2.0 dataset.
However, our model is a single model. We
have not applied ensemble for this contest. The
use of the ensemble model significantly
increases the prediction rate for machine-reading
systems, and the current high-ranking models all
use ensemble. Therefore, our future goal is to
apply the ensemble model and use other modern
methods for our system to achieve an accuracy
of over 80% for this problem. We then combine
it with information retrieval to build a complete
open-source  question-answering  system.
Because the issue of machine reading
comprehension requires an input passage before
asking a question to develop into a product, the
applicability is not high. Instead, a model that
takes in the question then retrieves the document
itself and predicts the answer will be more
applicable. With nearly 100 million people, the
Machine reading comprehension problem is
highly applicable to Vietnamese. The problem
can support building a chatbot system or
developing into a  question-answering
application because the human need to find
answers happens every day and every hour.
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