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Abstract: One of the emerging research trends in natural language understanding is machine reading 

comprehension (MRC) which is the task to find answers to human questions based on textual data. 

Existing Vietnamese datasets for MRC research concentrate solely on answerable questions. 

However, in reality, questions can be unanswerable for which the correct answer is not stated in the 

given textual data. To address the weakness, we provide the research community with a benchmark 

dataset named UIT-ViQuAD 2.0 for evaluating the MRC task and question answering systems for 

the Vietnamese language. We use UIT-ViQuAD 2.0 as a benchmark dataset for the challenge on 

Vietnamese MRC at the Eighth Workshop on Vietnamese Language and Speech Processing (VLSP 

2021). This task attracted 77 participant teams from 34 universities and other organizations. In this 

article, we present details of the organization of the challenge, an overview of the methods employed 

by shared-task participants, and the results. The highest performances are 77.24% in F1-score and 

67.43% in Exact Match on the private test set. The Vietnamese MRC systems proposed by the top 

3 teams use XLM-RoBERTa, a powerful pre-trained language model based on the transformer 

architecture. The UIT-ViQuAD 2.0 dataset motivates researchers to further explore the Vietnamese 

machine reading comprehension task and related tasks such as question answering, question 

generation, and natural language inference. 
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1. Introduction  

Machine Reading Comprehension (MRC) is 

an emerging and challenging task of natural 

_______ 
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language understanding that computers can read 

and understand texts and then find correct 

answers to any questions. Recently, many MRC 

shared tasks [1-3] and benchmark corpora [4-11] 
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have attracted a range of researchers from 

academia and industry. Therefore, significant 

progress has been exploited in building 

computational models for semantics based on 

deep neural networks and transformers over the 

last ten years [12-15]. The datasets and models 

are studied in resource-rich languages such as 

English and Chinese. Until now, no MRC shared 

task or challenge has been organized for 

Vietnamese, which motivates us to organize a 

challenge for Vietnamese machine reading 

comprehension. 

We introduce the VLSP 2021-ViMRC 

Challenge: Vietnamese Machine Reading 

Comprehension. We hope to use this challenge 

to examine the capabilities of state-of-the-art 

deep learning and transformer models to 

represent and simulate machine reading 

comprehension for Vietnamese texts. Inspired 

by machine reading comprehension 

benchmarking [6], we design this challenge of 

Vietnamese reading comprehension, in which 

computers are given a document D as well as a 

human question Qi to comprehend. In this work, 

we construct UIT-ViQuAD 2.0, a new dataset 

that combines answerable questions from the 

previous version of UIT-ViQuAD (UIT-

ViQuAD 1.0 [16]) with over 12K unanswerable 

questions for the same passages. Figure 1 

illustrates two such examples. 

The participating teams made 590 total 

submissions within the official VLSP-2021 

evaluation period. We introduce the challenge 

and present a summary for the evaluation in this 

paper. 

In this paper, we have three main 

contributions described as follows. 

• Firstly, we constructed UIT-ViQuAD 2.0, a 

Vietnamese dataset for the span-extraction 

reading comprehension task which contains 

nearly 36,000 human-annotated questions 

including unanswerable and answerable. 

Unanswerable questions are added to increase 

the linguistic diversity in machine reading 

comprehension and question answering. 

• Secondly, we organize the VLSP 2021-

ViMRC Challenge for evaluating MRC and 

question answering models in Vietnamese at the 

VLSP 2021. Our baseline system obtains 

63.03% and 60.34% in F1-score on the public 

and private test sets, respectively, and there is no 

model of participating teams that pass 78% (in 

F1-score) on the private test set, which indicates 

our dataset is challenging and requires the 

development of MRC models for the 

Vietnamese. 

• UIT-ViQuAD 2.0 could also be a good 

resource for multilingual and crosslingual 

research purposes when studied along with other 

MRC and QA datasets. 

The following is how the rest of the article is 

organized. In Section 2, we provide a brief 

overview of the background and relevant studies. 

We introduce the VLSP 2021-ViMRC 

Challenge in Section 3. Our new dataset 

(UITViQuAD 2.0) is presented in detail in 

Section 4. Section 5 presents the systems and 

results proposed by participating teams. In 

Section 6, we provide further analysis of the 

challenge results. Finally, Section 7 summarizes 

the findings of the VLSP 2021-ViMRC 

Challenge and suggests future research 

directions. 

2. Background and Related Works 

Machine Reading Comprehension (MRC) 

has attracted many researchers in developing 

machine learning-based MRC models after the 

introduction of SQuAD (a large-scale and high-

quality dataset) [5]. The growth in human-

annotated datasets and computing capabilities 

are key factors behind the dramatic progress in 

the machine reading comprehension models. 

Particularly, many of datasets are constructed for 

evaluating the machine reading comprehension 

task including extractionbased MRC datasets 

(SQuAD [5], SQuAD 2.0 [6], TriviaQA [7], and 

NewsQA [8]), abstractive MRC dataset 

(NarrativeQA [9], RECAM [22]), multiple-

choices datasets (RACE [10] and MCTest [4]), 

and conversational reading comprehension 

dataset (CoQA [11] and ViCoQA [23]). In 

addition to the creation of the MRC datasets, 

various neural network techniques [12, 14, 24, 

25] have been presented and made significant 
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progress in this field. Table 1 shows the 

comparison of different MRC datasets. 

Various efforts to create Vietnamese MRC 

datasets have been conducted. UIT-ViQuAD 

[16], UIT-ViNewsQA [21] are two corpora for 

the extraction-based machine reading 

comprehension task in Vietnamese language. 

Besides, two Vietnamese QA systems [26, 27] 

were developed with automatic reading 

comprehension techniques. In addition, 

ViMMRC [28] and ViCoQA [29] are two 

Vietnamese corpora for multiple-choices 

reading comprehension and conversational 

reading comprehension, respectively. Besides, a 

few MRC and QA methods have been studied on 

Vietnamese MRC datasets, such as BERT [23], 

ViReader [15], XLMRQA [26], and ViQAS 

[27]. 

 

Figure 1. Several passage-question-answer triples extracted from the dataset.
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Ultimately, SQuAD 2.0 [6], and NewsQA [8] are 

two corpora claiming the challenge of 

unanswerable questions in machine reading 

comprehension tasks, which are similar to our 

challenge. In general, extraction-based MRC 

requires computer understanding and retrieving 

the correct answer from the reading texts, which 

can evaluate the comprehension of the 

computer’s natural language texts. However, the 

computer not only answers given questions as 

usual but also knows which questions are 

unanswerable. Our purpose in the challenge is to 

construct a dataset to evaluate the ability of the 

computer on both answerable and unanswerable 

questions for the extraction-based machine 

reading comprehension task. 

Table 1. Benchmark of existing reading comprehension datasets, including UIT-ViQuAD 

3. The VLSP 2021-ViMRC Challenge 

3.1. Task Definition 

This task aims to enable the ability of 

computers to understand natural language texts 

and answer relevant questions from users. The 

task is defined as below: 

• Input: Given a text 𝑇 = {𝑡1, … , 𝑡𝑛} and a 

question 𝑄 = {𝑞1, … , 𝑞𝑚} which can be 

answerable or unanswerable. 

• Output: An answer 𝐴 = [𝑎𝑠, 𝑎𝑒], where 

0 ≤ 𝑎𝑠 ≤ 𝑎𝑒 ≤ 𝑛 can be a span 𝑡𝑎𝑠 , … , 𝑡𝑎𝑒 

extracted directly from T or empty if no answer 

is found. 

The answers returned by the system are 

represented as answer spans by character level 

and are extracted from the reading text. The 

spans begin with an index indicating the location 

of the answer in the reading text. The end of the 

spans is an index determined by the sum of the 

start index and the length of the answers text. 

Nevertheless, the question in this task consists of 

answerable and unanswerable questions (as 

described in Figure 1), which is more difficult 

than the ViQuAD dataset [16]. According to 

Figure 1, the first and the second questions are 

answerable questions. The answers are directly 

extracted from the reading passage (highlighted 

by colors in the reading passage. The blue one is 

the answer for the first question, and the red one 

is the answer for the second question). The third 

question is unanswerable, however, according to 

Rajpurkar et al. [6], the plausible answers are 

added to the dataset to make it more diverse and 

create the challenge for current machine reading 

comprehension to enhance the ability of 

computers for understanding natural languages. 

3.2. Evaluation Metrics 

Following the evaluation metrics on 

SQuAD2.0 [6], we use EM and F1-score as 

evaluation metrics for Vietnamese machine 

reading comprehension. These evaluation 

metrics are described as below: 

• Exact Match (EM): If the characters of 

the MRC system’s predicted answer exactly 

match the characters of (one of) the gold 

standard answer(s), EM = 1 for each question-

answer pair; otherwise, EM = 0. The EM metric 

is a strict all-or-nothing measurement, with a 

score of 0 for a single character error. If the 

method predicts any textual span as an answer 
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when evaluating against an unanswerable 

question, the question receives a zero score. 

• F1-score: F1-score is a popular metric for 

natural language processing and is also used in 

machine reading comprehension. F1-score 

estimated over the individual tokens in the 

predicted answer against those in the gold 

standard answers. The F1-score is based on the 

number of matched tokens between the predicted 

and gold standard answers. 

The final ranking is evaluated on the private 

test set, according to the F1-score (EM as a 

secondary metric when there is a tie). 

3.3. Schedule and Overview Summary 

Table 2 shows important dates of the VLSP 

2021-ViMRC Challenge. It lasted for two 

months, during which the participating teams 

spent 27 days developing the models. 

Table 2. Schedule of the VLSP 2021- 

ViMRC Challenge 

 
Besides, Table 3 describes an overview of 

participants who joined the competition. To get 

access to the system, each team must nominate a 

delegate, and register with the organizers. Only 

delegates of teams can submit the result to the 

system (as shown on the leaderboard). 

Table 3. Participation summary of the VLSP 2021 

ViMRC Challenge 

 
Finally, Table 4 shows the statistical 

information about the results of participants by 

F1 and EM scores. Overall, the highest EM score 

is not higher than 78 percent, while the highest 

F1 score is 84.24 percent. Both the highest F1 

and EM scores come from the public test. 

However, the results on the private test set are 

lower. Notably, the standard deviation of results 

by F1 and EM scores on the private test set is 

significantly higher than the public test set, 

which means the results between participating 

teams are different. 

 
Table 4. Results overview of the VLSP 2021-

ViMRC Challenge 

 

4. Dataset Construction 

We proposed a new dataset named 

UITViQuAD 2.0 for this task, the latest version 

of the Vietnamese Question Answering Dataset. 

This dataset includes questions from the first 

version of UIT-ViQuAD [16] and nearly 13,000 

newly human-generated questions which are 

unanswerable (see Section 4.1) and answerable 

(see Section 4.2). Instead of generating 

unanswerable questions from scratch like 

SQuAD 2.0 [6], we transform answerable 

questions into unanswerable questions. We 

randomly sample one-half of answerable 

questions in the original dataset and ask our 

annotators to transform these questions into 

unanswerable ones, which are impossible to 

answer given the information of the passage. The 

answers for answerable questions are then used 

as the plausible answers for unanswerable 

questions. This ensures that the unanswerable 

questions are similar to answerable ones, and the 

quality of plausible answers for unanswerable 

questions is high enough for further research into 

the behavior of Question Answering models. 

4.1. Generating Unanswerable Questions 

To generate unanswerable questions, we do a 

strict process of two phases: (1) unanswerable 
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question creation and (2) unanswerable question 

validation. 

4.1.1. Unanswerable Question Creation 

We hire 13 high-quality annotators for the 

process of generating unanswerable questions, 

most of whom have experience in annotating 

different datasets in Vietnamese Natural 

Language Processing. Our hired annotators are 

carefully trained in 6 phases in 10 days with 30 

questions each phase. In the first 2 phases, we 

mainly focus on getting our annotators familiar 

with the task. In the next 4 phases, annotators are 

asked to create questions with a diverse range of 

unanswerable categories. 

We did this by having our 13 annotators 

transform the same set of questions. Then, when 

more than two annotators have the same way of 

transforming an answerable question into an 

unanswerable one, these annotators will be asked 

to transform that question again. The result of 

this process is that there are many categories of 

unanswerable questions in our dataset, such as 

Antonym, Overstatement, Understatement, 

Entity Swap, Normal Word Swap, Adverbial 

Clause Swap, Modifiers Swap. This proposes 

new challenges to Vietnamese Machine Reading 

Comprehension researchers. Table 5 presents 

categories of unanswerable questions in UIT-

ViQuAD 2.0. 

We include all answerable questions, besides 

newly generated unanswerable ones, from the 

previous version of our dataset. This gives us a 

dataset with the proportion of roughly one 

unanswerable question per 2 answerable 

questions. Table 6 summarizes the dataset’s 

overall statistics. 

4.1.2. Unanswerable Question Validation 

Before publishing the dataset for the 

evaluation campaign, we have carefully 

validated newly unanswerable questions 

following the procedure inspired by Nguyen et 

al. [16]. To help annotators gradually be better at 

generating new unanswerable questions, after 

generating every 3,000 unanswerable questions, 

we asked our annotators to self-validate the 

questions that they have generated before and 

write short documents to reflect on their errors. 

This effort minimizes the possibility that our 

annotators repeat their errors too many times. 

To further reduce the error rate in our 

unanswerable questions, we have a separate 

phase of cross-validating after finishing creating 

12,000 unanswerable questions. We hired ten 

annotators who had generated over 1,000 

unanswerable questions during the phase of 

generating new samples for this phase. This 

effort helped filter out the annotators who have 

little experience in annotating unanswerable 

questions to reduce the noise during the 

validation phase. Our team then investigated and 

confirmed every error detected by annotators. To 

maximize the probability of detecting errors in 

newly generated unanswerable questions, we 

provide our annotators with incentives to 

carefully check for the errors in the dataset as we 

additionally reward them on each error they 

correctly detect. 

4.2. Additional Difficult Answerable Questions 

In addition to answerable questions from UIT-

ViQuAD 1.0, we also hire five annotators, who 

have experiences in doing researches with 

Vietnamese natural language processing and 

clearly understand different reasoning skills [30] 

that is important to evaluate the comprehension 

ability of models to annotate more challenging 

answerable questions, which requires models 

more reasoning ability to correctly answer. The 

selected annotators are then encouraged to spend 

at least 3 minutes per question. When generating 

this set of questions, our purpose is to propose 

more challenges to researchers in the VLSP 2021 

Evaluation Campaign and encourage further 

analysis on the effects of unanswerable 

questions in future works. 

4.3. Overview Statistics of UIT-ViQuAD 2.0 

The general statistics of the datasets are given in 

Table 6. UIT-ViQuAD 2.0 comprises 35,990 

question-answer-passage triples (including 

9,217 unanswerable questions). The organizers 

provide training, public test, and private test sets 

for the participating teams. For public and 
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private test sets, we only provide passages and 

their questions without answers to the teams. 

5. Systems and Results 

5.1. Baseline System 

Following Devlin et al. [13], we adopt 

transfer learning based on BERT (Bidirectional 

Encoder Representations from Transformers) for 

our baseline system. To adapt to our dataset, we 

slightly modify the run squad.py script while 

keeping the majority of the original code. 

mBERT is trained on 104 languages, including 

Vietnamese. In addition, we use the transformers 

library by Hugging Face to fine-tune mBERT for 

our question-answering dataset. We fine-tuned 

the parameters to suit our dataset in the training 

process as well as the model evaluation process. 

For the baseline system, we used an initial 

learning_rate of 3e-5 with a batch_size of 32 and 

trained for two epochs. The max_seq_length and 

doc_stride are set to 384 and 128. 

5.2. Challenge Submissions 

The AIHUB platform (https://aihub.vn/) 

was used to manage all submissions. We 

received entries from 24 teams for the public 

test, while for the private test, we received 

submissions from 18 teams. The systems using 

the pre-trained language model XLM-R achieve 

SOTA results.   Six of these teams had their 

system description papers submitted. Each of 

them is briefly described below. 

5.2.1. The Vc-tus Team 

With addressing unanswerable questions, the 

Vc-tus team presents a novel Vietnamese 

reading comprehension system based on 

Retrospective Reader [31]. Furthermore, they 

concentrate on improving answer extraction 

ability by utilizing attention mechanisms 

efficiently and boosting representation capacity 

through semantic information processing.   They 

also offer an ensemble strategy for achieving 

significant improvements in single model 

results. Their method won the first place in the 

VLSP 2021 – ViMRC Challenge. 

5.2.2. The ebisu_uit Team 

The ebisu_uit team presents a novel method 

for training Vietnamese reading comprehension. 

To tackle the Machine reading comprehension 

task in Vietnamese, they apply BLANC (BLock 

AttentioN for Context prediction) [32] on pre-

trained language models. With this strategy, this 

model produced good results. This approach 

achieved 77.22 percent of F1-score on the 

private test with the MRC task at the VLSP 2021 

– ViMRC Challenge, placing the second rank 

overall. 

5.2.3. The F-NLP Team 

To learn the correlation between a start 

answer index and an end answer index in pure-

MRC output prediction, the F-NLP team 

presents two types of joint models for 

answerability prediction and pure-MRC 

prediction with/without a dependence 

mechanism. They also use ensemble models and 

a verification approach that involves choosing 

the best answer from among the top K answers 

offered by different models. 

5.2.4. The UIT-MegaPikachu Team 

The UIT-MegaPikachu team proposes a new 

system which employs simple yet highly 

effective method. The system uses a strong pre-

trained language model (PrLM) XLMRoBERTa 

[14], combined with filtering results from 

multiple outputs to produce the final result. This 

system generated around 5-7 outputs and chose 

the answer with the highest number of 

repetitions as the final predicted answer. 
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Table 5. Categories of unanswerable questions in UIT-ViQuAD 2.0 
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Table 6. Overview Statistics of UIT-ViQuAD 2.0 

 

5.2.5. The UITSunWind Team 

The UITSunWind team introduces a new 

approach to solve the task at the VLSP 2021 – 

ViMRC Challenge. A novel system MRC4MRC 

using XLM-RoBERTa includes two main 

components. On the public-test set, the 

MRC4MRC based on the XLM-RoBERTa pre-

trained language model achieves 79.13 percent 

in F1-score and 69.72 percent in Exact Match. 

Despite being among the top 5 models, the EM-

based performance on answerable questions is 

the best on the private test. The XLM-RoBERTa 

language model outperforms the strong 

PhoBERT language model in their experiments. 

5.2.6. The HN-BERT Team 

The HN-BERT team offers an unsupervised 

passage selector that shortens a given passage 

while retaining answers in related passages. 

 In the corpus of the VLSP 2021 – ViMRC 

Challenge, they also applied a variety of 

experimental techniques, such as unanswerable 

question sample selection and different 

adversarial training methodologies, which 

enhanced performance by 2.5 percent in EM and 

1 percent in F1-score. 

5.3. Human Performance 

To estimate the human performance of this 

task, we employ a team to answer a data set of 

100 samples from the public test set and 100 

samples from the private test set. There are four 

annotators, and two of them work on each data 

set doing the same thing. 

In each instance, we have a passage with a 

question. The annotator must answer the 

question using the information in the passage. If 

there is no answer, it means the question is 

unanswerable, and then mark "true" in the field 

"is unanswerable". Following the answering 

phase, we compute the human accuracy by F1-

score and exact match scores for both public and 

private tests. 

To calculate human performance, we use the 

method given in SQuAD2.0 [6]. We have four 

responses per question in the ground truth. Thus 

we choose the final ground truth by majority 

voting and prefer the shortest answer to be the 

last ground truth, as explained in SQuAD2.0. 

After obtaining the gold response, we compute 

the F1 and EM scores in pairs of human-

answering and gold answers with the two 

annotators who previously answered on the 

public test set. Then, by averaging the results of 

the two annotators, we compute the final F1 and 

EM scores of human performance on the public 

test. The computation is carried out on the 

private test in the same manner. As a result, the 

final F1 and EM scores of human performance 

are 87.34% and 82.85% on the public test set, 

respectively, and 81.82% and 75.50% on the 

private test set. 

5.4. Experimental Results 

According to our statistics, a total of 24 teams 

registered to submit their results. These teams 

from prestigious universities, companies, and 

organizations participate in the Vietnamese 

Machine Reading Comprehension task of the 

VLSP 2021-ViMRC Challenge. And then, out of 

the 24 teams participating in the development 

phase of their system on the public test we 

selected 18 teams that excelled against the 

baseline to further evaluate their system in the 

private test. The results of the teams in the two 

rounds are aggregated and shown in Table 7. The 

ranking results of the team are based on F1 
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points for both rounds. In the public test round, 

our mBERT baseline model achieved 63.03% on 

F1 and 53.55% on EM. There were 18 teams 

with results that outperformed the results of the 

baseline according to F1. Overall, 14 teams with 

F1 scores above 70% and 5 teams with over 

80%. Specifically, we found the top three teams 

in the public test, NLP_HUST, NTQ, and 

ebisu_uit, with F1 results of 84.24%, 84.09%, 

and 82.63%, respectively. It can be seen that the 

results of the two top teams in the rankings have 

very close results. The difference between these 

two teams is not more than 0.2%. Additionally, 

the NTQ team’s model scored slightly lower in 

F1 than NLP_HUST, but their model achieved 

the highest EM performance of 77.99%. 

Regarding the private test round, the baseline 

model’s results achieved an F1 score of 60.34% 

and 49.35% on the EM score. Out of the 18 

teams that passed the public test, 14 continued to 

participate in evaluating their system on the 

private test set. There have been many 

unexpected changes in the results of the teams’ 

submissions, especially the way the top three 

teams appeared. While only placing in 5th with 

81.01% of F1 on the public test set, team vc-tus 

took 1st position in the private test round with an 

F1 score of 77.24%. Besides, the ebisu_uit team 

maintains a stable level on the model they trained 

from the public test round to the private test 

round. They have kept 2nd place in the rankings 

with their F1 score of 77.22%. Once again, we 

can see that the results are not much different 

between the 1st and 2nd place teams. 

Furthermore, ebisu_uit is also the team with 

the highest results on the EM measure with 

67.43%. If we take a look at the F-NLP team, it 

shows a similar trend with vc-tus. Remaining 5th 

in the public test round, their system helped them 

finish this task at 3rd with 76.46% of F1 score. 

Generally, all the teams in this round were 

having trouble with the private test set since its 

difficulty had increased significantly. As a 

result, the submission results of the teams are 

reduced considerably compared to the public test 

round. 
Table 7. Final results on the public and private test sets. Participating teams are ranked by their highest F1-score 

6. Result Analysis 

To gain a deeper insight into machine reading 

comprehension and question answering in 

Vietnamese, we analyze the results based on the 

5 most powerful models at the VLSP 2021 

ViMRC Challenge. 
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Figure 2. Submission progress of the Top 5 teams on the public test phase. 

Table 8. Final results on answerable and unanswerable questions of the private test set 

6.1. Competition Progress Analysis 

Figure 2 illustrates the submission progress 

of the top 5 teams on the public test from October 

5, 2021, to October 24, 2021. In this phase, we 

allow 10 submissions per day. However, 

according to Figure 2, the submission results on 

both F1 and EM scores are not stable, which 

oscillates within the submission time. Besides, 

the results by EM score are no higher than 80%, 

indicating the challenge in the dataset for the 

participants. 

In addition, Figure 3 illustrates the final 

submission results of participant teams. The 

private test started on October 25, 2021, and 

ended on October 27, 2021. Within 3 days of 

submission, the results on the F1 score do not 

change too much. Both F1 and EM scores 

achieved by participants are not higher than 80% 

in this phase. Especially, for the final results, the 

team name ebisu_uit has a lower result than the 

vc_tus team but achieved a higher result on the 

EM score. It can be seen from the chart that the 

team vc_tus achieved the best results by the F1-

score, and the team ebisu_uit achieved the best 

result by the EM score, which placed the 1st and 

2nd in the competition. 

6.2. Answerable vs. Unanswerable Analysis 

To better understand the ability of the MRC 

systems to answer questions, we analyze human 

performance and the experimental results of the 
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baseline model and the participating teams. 

Table 8 shows final results on answerable and 

unanswerable questions of the private test set, 

evaluated on EM and F1 scores. As seen from 

the table, performances on unanswerable 

questions are always higher than on answerable 

questions. The ebisu_uit team achieved the best 

performance on unanswerable questions with 

over 92% of F1. However, the F-NLP and 

UITSunWind teams achieved the highest scores 

on the answers with 75.66% of F1 and 58.82% 

of EM, respectively. Interestingly, the vc-test 

team did not obtain the best performance on 

unanswerable and answerable questions, but this 

team achieved the best performance on the 

overall F1-score because they balanced the 

performances between the two types of 

questions better than the other teams. 

6.3. Challenging Question Examples 

We select several typical examples of 

answerable and unanswerable questions that 

make it difficult for the models proposed by the 

participating teams. Figure 4 presents several 

examples and explanations that the models failed 

to predict correct answers. We will explore more 

complex questions inspired by the works [33, 

34]. 

 

Figure 3. Submission progress of the teams who results are higher than baseline score on the private test phase. 
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Figure 4. Several examples and explanations that the models failed to predict correct answers. The example 

texts in the ViQuAD 2.0 dataset are taken from the Vietnamese Wikipedia. 

7. Conclusion and Future Works 

The VLSP 2021-ViMRC Challenge on 

Machine Reading Comprehension for 

Vietnamese has been organized at the VLSP 

2021. Despite the fact that 77 teams had signed 

up to get the training datasets, only 24 teams 

were able to submit their results. Because several 

teams enrolled for many challenges at the VLSP 

2021, the other teams may not have enough time 
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to explore MRC models. This challenge provides 

valuable resources for developing Vietnamese 

machine reading comprehension, question 

answering, question generation (QG), and other 

AI applications using MRC, QA, and QG 

models. 

To increase performance in machine reading 

comprehension systems, in the future, we intend 

to increase the amount and quality of annotated 

questions. In addition, we also make difficult 

questions based on findings proposed by the 

research works [35, 33, 36]. UIT-ViQuAD 2.0 

can also be used to evaluate various other NLP 

tasks: question answering that uses retriever-

reader techniques [37, 27], question generation 

[38], and information retrieval [39]. We will 

explore more complex questions inspired by the 

works [33, 34]. Finally, UIT-ViQuAD 2.0 will 

be provided to evaluate MRC, QA, and QG 

models, including the training set, the 

development set (public test set) and the test set 

(private test set). 
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