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Abstract. Accurate stock market prediction can minimize investment risks for investors, improve
the efficiency of investment returns, and promote the stable development of the market. However,
the high frequency and substantial noise of stock price sequences make precise forecasting a
challenging task. Machine learning and deep learning, including enabling computers to perform
tasks that typically require human intelligence, are now the dominant trends in stock market
forecasting. In this paper, a Bidirectional Long Short-Term Memory (BiLSTM) neural network from
deep learning is applied to predict stock price trends in the Vietnamese stock market. The forecasting
performance of the one-directional Long Short-Term Memory (LSTM) network and the Recurrent
Neural Network (RNN) is compared. Using VN-Index data from 2010 to 2024 and technical
indicators, including the Simple Moving Average (SMA), the Moving Average Convergence
Divergence (MACD), and the Relative Strength Index (RSI), results show that the BiLSTM model
achieves the highest prediction accuracy, nearly 99%. It effectively captures both past and future
data information, predicting both short-term and long-term dynamic trends of financial time series.
This demonstrates the suitability of the BiLSTM model for stock price forecasting in Vietnam.
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1. Introduction

The stock market has existed for more than
400 years and serves as an effective channel for
companies to raise capital [1]. By issuing shares,
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a large amount of capital flows into the stock
market, promoting capital concentration,
improving the capital structure of enterprises,
and strongly driving the development of the
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commodity economy. Consequently, the stock
market is regarded as a barometer of economic
and financial activities within a country or region
[2].

Although it was established later than the
stock markets of other countries, the Vietnamese
stock market has experienced significant
development since it began operations in 2000,
becoming an important part of the national
financial system. However, like many other
emerging markets, the Vietnamese stock market
faces high levels of volatility, rapid growth, and
is more difficult to predict compared to
developed markets. Stock prices are influenced
by various factors, such as changes in national
policies, domestic and international economic
environments, global political situations [3], [4],
which often lead to non-linear fluctuations in
stock prices. While stock price forecasting is
crucial for investors, traders, and policymakers,
as it helps make more informed investment
decisions and contributes to the overall stability
and efficiency of the market, these
characteristics make stock price forecasting in
Vietnam particularly challenging.

Mainstream financial time series forecasting
methods are primarily divided into two
categories: traditional time series models and
machine learning-based forecasting methods.
Traditional time series models assume specific
models to describe time series, which can be
applied in certain cases. For example, Ariyo used
the AutoRegressive Integrated Moving Average
(ARIMA) model to forecast stock prices of the
New York Stock Exchange and the Nigerian
Stock Exchange and found that this model has
potential for short-term forecasting [5].
Although widely used, traditional time series
forecasting methods such as AutoRegressive
(AR), Seasonal Naive, ETS, and ARIMA are
designed to fit individual time series [6].
However, when using traditional models to
forecast financial time series, practitioners must
manually select specific trends, seasonal
components, and other data elements. Moreover,
actual stock data are highly complex, nonlinear,
and noisy, which cannot be captured by

analytical equations with parameters. As a result,
while traditional forecasting methods are
valuable, they often struggle to address the
inherent complexities of financial markets.

In recent years, machine learning and deep
learning models have become prominent in the
field of financial forecasting due to their ability
to handle large datasets and identify nonlinear,
nonstationary, and multidimensional complex
relationships. Mainstream machine learning
models primarily include Artificial Neural
Networks (ANN), Support Vector Machines
(SVM), Random Forests (RF), and other models.
Trafalis applied SVM to forecast IBM’s stock
prices and found that it performed better than BP
neural networks and RF [7]. FengLi forecasted
the Shanghai Composite Index using BP neural
networks and demonstrated the model's
effectiveness for short-term predictions [8].
However, machine learning algorithms often
have simple structures, poor generalization
abilities, and are prone to falling into local
optima, which limits their effectiveness when
handling raw data [9].

Deep learning generates higher-level
abstract features by combining simple yet
nonlinear modules, thereby learning to
efficiently represent features from large amounts
of input data [10]. Among these, RNN have
shown potential in time series forecasting as they
are designed to recognize patterns in sequential
data. RNNs can account for short-term
correlations in time series, and their hidden
layers not only receive current data but also
incorporate information from previous data,
theoretically allowing them to utilize data from
any time interval [9]. However, Hochreiter
identified the long-term dependency problem in
RNNs. When learning sequences, the vanishing
and exploding gradient phenomena occur,
leading to an inability to capture nonlinear
relationships over longer time spans.

Based on this, Hochreiter and Schmidhuber
proposed the LSTM, an advanced variant of
RNN that mitigates the vanishing and exploding
gradient issues through its gating mechanisms
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[11]. LSTM has proven effective in various
financial forecasting applications, including
stock price prediction. Ouyang Hongbing
combined wavelet analysis with LSTM to
forecast the Dow Jones Industrial Average,
improving the model's generalization ability
[12]. Fischer & Krauss have also employed
LSTM for stock market index predictions [13].
Overall, standard LSTM networks process
sequences in a time-ordered fashion, with
information flowing in a single direction. As a
result, LSTM can only capture and utilize past
information, limiting its ability to fully grasp the
dynamic nature of financial time series,
particularly in a volatile environment like the
Vietnamese stock market.

To address these limitations, the BiLSTM
network has been proposed. BiLSTM consists of
two LSTM models with opposing directions,
allowing the model to capture patterns and
dependencies in both past and future data.
During training, the process involves not only
forward propagation from input to output but
also backward propagation from output to input.
In BiLSTM, each unit is split into two units with
the same input, connected to the same output.
This bidirectional approach enhances the
model's ability to recognize patterns and
complex relationships  within  the data,
potentially leading to more accurate forecasts
with large-scale time series data [14]. Cheng
proposed using a hybrid model of Support
Vector Regression (SVR) and BIiLSTM for
electricity price forecasting, incorporating
optimization mechanisms, with promising
forecasting performance [15]. Wang et al.
employed the BILSTM model as the
foundational framework for short-term load
forecasting, applying weighting through an
attention mechanism, which ultimately reduced
RMSE and MAPE, demonstrating the model's
high accuracy [9].

Given the characteristics of stock price data,
such as non-linearity, high frequency, complex
structural relationships, and the interplay
between past and future data, the BILSTM
model theoretically captures the intrinsic

relationships within stock price time series
effectively. However, current research rarely
explores the effectiveness of BiLSTM in stock
price prediction, particularly in the context of
Vietnam. Addressing the specific challenges
posed by the Vietnamese stock market and
leveraging the proven advantages of BiLSTM in
handling complex time series data, this study
aims to explore the application of BiLSTM for
stock price forecasting in Vietnam. By
comparing the performance of BILSTM with
traditional LSTM and RNN models, this
research demonstrates the superiority of
BiLSTM in capturing the intricate dynamics of
the Vietnamese market. Additionally, this study
will provide insights into the practical
application of deep learning models in emerging
markets, contributing valuable knowledge to the
field of financial forecasting.

The main contributions of this paper are as
follows: First, it analyzes the applicability of the
BiLSTM model to financial time series,
specifically stock prices. Second, it investigates
the prediction of financial time series using
BiLSTM and explores the effectiveness of
incorporating a backward LSTM layer into the
LSTM layer. Finally, the proposed BiLSTM
model is applied to stock price forecasting in
Vietnam using the VN-Index to assess its
effectiveness in practical applications. This
model predicts the closing price for the next
trading day by considering various input factors,
including opening price, high price, low price,
volume, closing price, and technical indicators
such as SMA, MACD, and RSI. The model is
evaluated using metrics such as Mean Absolute
Error (MAE), Root Mean Square Error (RMSE),
and R-squared (R2). Compared to traditional
LSTM and RNN models, the BiLSTM model
demonstrates the potential to achieve the highest
prediction accuracy, with a probability of up to
nearly 99%.

2. Related Work

In the recent past, Neural Networks (NN)
were often criticized by many forecasting
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practitioners as unsuitable and non-competitive
in forecasting fields [16]. As a result,
practitioners frequently opted for statistical
methods, which were considered easier to apply
[6]. However, due to the non-linear nature and
high noise of financial data, traditional statistical
models often fail to capture the characteristics of
the data, leading to suboptimal forecasting
performance. Consequently, some research has
addressed the use of machine learning in
guantitative  finance, including portfolio
management predictions and various investment
processes that can be covered by machine
learning algorithms. A large body of research is
currently underway on machine learning
methods used in finance. Moritz & Zimmermann
employed tree-based models to predict portfolio
returns [17]. Paiva et al. conducted stock return
forecasting using a single decision model for day
trading on the stock market, utilizing SVM and
Mean Variance (MV) methods for portfolio
selection [18]. Emerson et al. discussed a wide
range of trends and applications of machine
learning in quantitative finance [19], including
return forecasting, portfolio construction, ethics,
fraud detection, decision-making, natural
language processing, and sentiment analysis.
Wang et al. combined Decision Tree (DT)
algorithms with SVM models. They initially
filtered most noise data using DT algorithms and
then processed the training data in the second
stage using SVM to predict future price trends
[20]. Le Hong Hanh et al. applied machine
learning with text mining techniques to forecast
the VN-Index in Vietnam. Utilizing data from
70,000 articles, the study employed models such
as RF, decision trees, KNN, and SVM. The
results indicate that SVM is the most effective
model for predicting Vietnam's stock prices
based on financial news [21].

However, with the continuous increase in
data volume, neural networks and deep learning
have revolutionized and achieved significant
success in various research and practical fields,
including medical prediction, natural language
processing (NLP), and image recognition,
among others. Thanks to their ability to

recognize complex non-linear patterns and
uncover previously unidentified relationships,
these technological breakthroughs have garnered
considerable attention from the research
community, leading to the development of
numerous complex and novel neural network
architectures for time series forecasting. In
recent decades, there has been a substantial
amount of research and work employing deep
learning for forecasting, including stock price
and exchange rate prediction [22] Consequently,
Al applications are becoming increasingly
popular among investors to enhance profits and
mitigate risks [23]. Heaton et al. discussed deep
learning models for intelligent indexing [24].

Selvin et al. demonstrated how deep neural
network architectures can capture underlying
dynamics and be employed for forecasting [25].
Guresen et al. used multilayer perceptrons
(MLP), dynamic artificial neural networks, and
hybrid models to predict the NASDAQ index
[26]. Nayak et al. applied the Artificial Chemical
Reaction Optimization (ACRO) algorithm to
train a multilayer perceptron (MLP) for
predicting stock market indices [27].

Since its introduction by Hochreiter and
Schmidhuber [11], the LSTM network, a variant
of RNN, has become the most widely used
architecture for time series forecasting [28].
Unlike traditional RNNs, LSTMs are designed to
detect long-term dependencies and address the
vanishing gradient problem. They leverage
historical information through input, forget, and
output gates. In the study by Nikou et al. [29],
LSTM was employed to predict the closing price
of the iShares MSCI United Kingdom Index,
performing significantly better than ANN, SVR,
and RF. LSTMs were also utilized in another
study to forecast future stock returns [30].
Additionally, the ARIMA model combined with
LSTM has been used to enhance forecasting
accuracy. According to Nelson, Pereira, and De
Oliveira [31], the average accuracy for
predicting the direction of several stocks traded
on the Brazilian stock exchange can reach up to
55.9% using LSTM. Xiao et al. compares the
accuracy of the ARIMA model and LSTM,
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illustrating these techniques in time series
forecasting. The results, obtained from a
financial dataset, show that LSTM significantly
outperforms ARIMA [32].

Gulmez argued that LSTM models are well-
suited for time series data in financial markets,
particularly where stock prices are influenced by
supply and demand relationships [33]. The
research, which focused on the Dow Jones index,
stock markets, bonds, and other securities in the
U.S., also included stock predictions for the
period from 2019 to 2023. Another study by
Usmani Shamsi [34] on the Pakistani stock
market, which examined general market news
categories, industry-specific information, and
their impact on stock price predictions,
confirmed that LSTM models are increasingly
being used for recent stock price forecasting.
Phuoc et al. [35] forecasted stock price trends in
the Vietnamese stock market using the LSTM
algorithm. The research findings indicate that the
forecasting model achieved a high accuracy of
93% for most of the stock data utilized,
demonstrating the suitability of the LSTM model
and the test dataset employed to evaluate the
model's performance.

Thanks to its ability to learn from both past
and future data, BiLSTM stands out as an
advanced method in financial forecasting.
Numerous studies have demonstrated BiLSTM's
advantages over traditional models. For
example, Zhang et al. [36] affirmed that applying
BiLSTM to stock price prediction improved
forecasting performance. Their research also
indicated that BiLSTM can effectively handle
high-volatility financial data, a critical
characteristic of stock markets.

Moreover, Wang and Yang applied BiLSTM
to forecast financial time series and observed
that this model outperformed others, particularly
in volatile market conditions [37]. Zeng et al.
used BILSTM to predict the S&P 500 index,
showing that BiLSTM vyielded more accurate
predictions compared to existing forecasting
models. Wu et al. focused on utilizing deep
learning models, especially LSTM and BiLSTM,

for stock price forecasting based on time series
data [38]. Istiake Sunny et al. compared
BiLSTM with LSTM and RNN for network-
wide traffic  prediction,  demonstrating
BiLSTM's superior performance in capturing
temporal  dependencies and  improving
prediction accuracy, especially with large
datasets [39]. Han & Fu applied BiLSTM to
historical stock price data of Apple Inc.,
revealing that BiLSTM could make accurate
predictions on test data and capture trends and
patterns, although it may struggle with sudden
market changes [40]. Liu et al. used BiLSTM to
forecast financial time series, including
exchange rates and interest rates. This study
highlighted BiLSTM's strengths not only in
stock forecasting but also in other financial
domains, particularly when dealing with volatile
and rapidly changing time series [41]. These
results underscore BIiLSTM's significant
potential in financial time series forecasting,
especially in the context of complex and volatile
stock market data.

3. Methodology
3.1. Methodology Overview

The overview of methodology we applied is
outlined in Figure 1. It comprises seven stages
divided into two main processes as highlighted
in the figure. The first process involves
extracting VN-Index data from the Ho Chi Minh
City Stock Exchange, followed by data cleaning
and normalization. The outcome of this process
is that we obtain data suitable for machine
learning algorithms. Subsequently, we select
five features (opening price, lowest price,
highest price, previous closing price, and trading
volume) and calculate technical indicators
(SMA, MACD, RSI) to be used by the model.
Next, the data is classified into non-overlapping
batches and fed into the model until the
performance metrics are optimized. Finally, the
optimized model is employed to forecast future
VN-Index closing prices.



6 T. L. Nguyen / VNU Journal of Science: Comp. Science & Com. Eng., Vol. 42, No. 1 (2026) 1-22

Training Process

Datasets Feature

processing

Selection

Sliding

Windows

Predicting
Process

Predicting
Future
Stock

4 \/ N/ \/
q -Open - SMA
VN-Index || _pata cleaning
. High -Technical -Low -MACD
. Low, |nd|cato.rs -High - RSI Patches
. Open, calculation
. Close, -Data -Close
Vil Normalization
’ -Volume
\\ VAN N\ VAN

)

Future Stock
Closing Price
Predication

-

Figure 1. Overview of Methodology.

3.2. Method
Recurrent Neural Networks (RNN)

RNNs have become a crucial tool for
analyzing and forecasting sequential data,
particularly in fields such as natural language
processing, pattern recognition, and time series
forecasting. The key capability of RNNs lies in
their ability to process and learn from
sequentially structured data by maintaining a
hidden state to remember information from
previous steps. This is especially important when

data exhibits temporal dependencies and
interrelated connections over time.

RNNs predict future values based on
preceding observations, which is why they are
referred to as Recurrent Neural Networks. The
earlier stages of data need to be remembered to
forecast and estimate future values, in this
context, the hidden Ilayer functions as a
repository for past information from sequential
data. The term "recurrent" is used to describe the
process of leveraging factors from previous
sequences to forecast future data.

Input Hidden Hidden Output
Layer Layer #1 Layer #2 Layer
Neurons Neurons
Xo Wijk i ab
Wi jk
%1 \ Neuron
b — v
KXo /
A
X3 eb /
Bias ‘
Inputs 1 1

Figure 2. RNN hidden layer. Source: Zhu (2020)[42].



T. L. Nguyen / VNU Journal of Science: Comp. Science & Com. Eng., Vol. 42, No. 1 (2026) 1-22 7

The goal of an RNN is to process sequential
data. In traditional neural network models, layers
are fully connected from input to hidden to
output, with nodes between layers remaining
unconnected. However, this standard neural
network structure is inefficient for many
problems. RNNs are called recurrent because the
current output of a sequence is also influenced
by previous outputs. Specifically, the network
retains prior information and applies it to
compute the current output. In other words,
nodes between hidden layers are no longer
unconnected but are linked, and the input to the

hidden layer includes not only the output from
the input layer but also the output from the
previous time step of the hidden layer. In theory,
RNNs can handle sequential data of any length.

The structure of the hidden layer in an RNN
is depicted in Figure 2. Here, t represents time,
x denotes the input layer, h indicates the hidden
layer, and y signifies the output layer. The value
h of the hidden layer in an RNN depends not
only on the current input x but also on the value
h from the previous time step of the hidden layer,
as illustrated in Figure 3.

Figure 3. RNN hidden layer calculate process. Source: Zhu (2020)[42].

The RNN model is designed with a set of
recurrent units, where each unit is responsible
for maintaining and updating the hidden state
through linear operations combined with
nonlinear activation functions. Specifically, at
each time step t, the hidden state h; is computed
as follows:

hy = tanh(Wyx; + Wyhy_1 + by) (1)

Ve = d)(Wyht + by) 2)

The matrices W,, W,, and W), represent
weight matrices, b is the bias parameter, and
tanh is the nonlinear activation function
commonly used to limit the hidden state values,
while ¢ is typically the softmax function, used
to compute the probabilities of the output
classes.

The RNN training process uses the
Backpropagation (BP) algorithm.  During
training, the parameters W,, W,, and W, are
shared, unlike traditional fully connected neural
networks. When using the gradient descent
algorithm, the output at each step depends not
only on the current step but also on the network's
previous states.

One of the main advantages of RNNs is their
ability to share weights across time steps, which
reduces the number of parameters that need to be
learned and allows the model to identify
repeating patterns or trends in sequential data.
This makes RNNs ideal for time series
forecasting problems, where observations at
each point in time depend on previous
observations.
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However, basic RNNs face several
challenges, such as the vanishing gradient and
exploding gradient problems, especially when
dealing with long data sequences. These issues
make model optimization difficult, reducing the
ability to learn long-term patterns in the data.
The primary reason for the difficulty in training
RNNs is the transmission of the hidden
parameter w. Since error propagation in RNNSs is
not handled, the value of w multiplies in both
forward and backward propagation. First, the
vanishing gradient problem occurs when the
gradient becomes small, decreasing
exponentially, and almost has no effect on the
output. Second, the exploding gradient problem,
on the other hand, occurs when the gradient
becomes large, exponentially multiplying,
leading to a gradient explosion. Although this
issue exists in any deep neural network, it is
particularly evident due to the recursive structure
of RNNs. Moreover, RNNs differ from
traditional neural networks in that they do not
only have unidirectional neural connections,
meaning that neurons can pass data to previous
layers or layers of the same type. This lack of
storing information in a single direction is a
practical characteristic of the existence of short-
term memory, alongside long-term memory that
neural networks acquire through training.

Long Short-Term Memory (LSTM)

LSTM is a neural network model proposed
by Hochreiter and Schmidhuber in 1997 [11]. It
is designed to address the long-standing issues of
gradient explosion and vanishing gradient in
RNNs [43]. A standard RNN has only one

repeating module, with a simple internal
structure, usually consisting of just a tanh layer.
However, LSTM features four modules similar
to those of standard RNNSs, and they operate in a
particularly interactive manner [44-46]. The
memory of LSTM consists of three components:
an input gate, a forget gate, and an output gate,
as shown in Figure 4.

LSTM adds memory cell structures and
gates to the traditional recurrent neural network.
The cell (C;) is used to record the state of the
neurons, while the gates selectively allow
information to pass through, utilizing a sigmoid
layer and pointwise multiplication mechanism.
With three gate structures functioning like
filters, LSTM protects and controls information:
the forget gate (f;) decides which information is
discarded from the cell state, the input gate (i;)
determines which new information is added to
the cell, and the output gate (0,) filters the final
output information. Through its gated structure,
LSTM can capture long-term dependencies in
the input features, effectively mitigating the
vanishing and exploding gradient problems.

In the LSTM module structure shown in
Figure 4, x is the input vector of the LSTM
model, and h is the output vector. f,i, and O
represent the activation values of the forget gate,
input gate, and output gate, respectively. C and
C' represent the cell state and its candidate
values; the index t indicates time; o and tanh
represent the sigmoid and tanh activation
functions, respectively; and w and b represent
the weight matrix and bias.

|

Ce+1

o0

Ct—2 Ce—1 /m
W
i
ES|
h[—z /h’t—l

h't+1

@ o

Figure 4. LSTM module structure. Source: Yang & Wang [37].
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In the first step, the LSTM layer determines
which information will be discarded from the
previous cell state C;_,. Therefore, the activation
value f; of the forget gate at time ttt is computed
based on the input x; at time ¢, the output at time
t — 1, and the bias matrix by of the forget gate.
The sigmoid function normalizes all activation
values f;, i;, C¢, and O; between 0 (completely
forgotten) and 1 (completely retained).

fe = O'(Wf[ht—l'xt] + bf) 3)

In the second step, the LSTM layer decides
which information will be added to the cell state
C;. This step consists of two parts: first, the
calculation of €/, which can be added to the cell
state; second, the computation of the activation
value i; of the input gate.

Ce = tanh(we[he_1, %] + b¢) 4)

iy = o[wilhe—1, %] + by) (5)

In the third step, the current cell state C; is
updated according to the formula:
Ct = frCr—1 +iCy (6)

In the final step, the previous time step’s
output value and the current time step’s input
value are fed into the output gate. The output
gate’s value is computed using the formula:

O0¢ = o[wolhe-1,x:] + bo) (7)

The LSTM output value is determined by
calculating the output of the output gate and the
cell state, as shown in the formula:

hs = O;tanh(C;) (8)

Forward Pass

Backward Pass

The output value h; is a combination of the
output from the output gate and the current cell
state, adjusted through the tanh activation
function. This allows the LSTM model to store
important information from previous time steps
and use that information for predictions at the
current time step.

LSTMs are distinguished by their ability to
remember long-term dependencies in data
sequences, making them ideal for tasks such as
time series forecasting, speech recognition, and
machine translation. The ability to control
information through gates enables LSTMs to
overcome the vanishing gradient problem,
allowing them to learn complex data patterns
with varying sequence lengths more effectively.

In the context of time series forecasting, such
as stock price prediction, LSTMs are favored for
their capacity to model complex and nonlinear
relationships in the data.

Bidirectional Long Short-Term Memory (BiLSTM)

BiLSTM is a variant of the LSTM model
designed to enhance contextual understanding in
data sequences by processing information in
both forward and backward directions. This
model not only retains information from
previous states but also incorporates information
from future states, thereby improving forecasting
and analysis capabilities for sequential data. This
characteristic proves beneficial for tasks such as
speech recognition, natural language processing,
and stock price prediction.

Figure 5. BiLSTM module structure. Source: Yang & Wang [37].
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The structure of BILSTM includes two
separate LSTM layers: one layer processes the
data sequence in the forward direction (forward
LSTM), and another layer processes it in the
backward direction (backward LSTM). The
outputs of each layer are then combined to
produce the final output. The structure of
BiLSTM s illustrated in Figure 5. It can be
described by the following equation:

Forward LSTM: Processes information from
past states to future states

h = LSTM(xt, he ) ©)

Backward LSTM: Processes information

from future states to past states
he = LSTM (x;, he—y) (10)

Integration of Information: The outputs of the
two LSTM layers are typically combined, either
through concatenation or addition, to create a
richer contextual representation.

he = [hg; he] (11)
y = dense (hr) (12)

In this context, h_t) and (h_t denote the hidden
states of the forward LSTM and backward
LSTM at time step t, respectively. x; is the input
at time step t, hy is the final hidden state, y is
the output, and ;" represents concatenation.

One advantage of the BiLSTM model over
the basic LSTM is its enhanced capability to
capture long-term dependencies within the input
sequence. This is due to the backward LSTM
layer providing information from the end of the
sequence, which can be useful for predicting
future values.

In this study, we apply the BiLSTM model
to forecast stock prices in the Vietnamese stock
market. Historical data on stock prices and
technical indicators are used as input for the
model, considering both the forward and
backward directions of the time series to
optimize prediction performance. We train the
BiLSTM model on a large dataset and use
techniques such as cross-validation to evaluate
its performance. The results from the BiLSTM
will be compared with unidirectional LSTM
models and RNN models to assess

improvements  in  forecasting  accuracy.
Additionally, this study provides an in-depth
analysis of how BiLSTM processes information
in both directions, offering valuable insights for
applying BiLSTM to similar tasks, especially in
forecasting and analyzing complex time series
data.

3.3. Input Data

This study uses the BIiLSTM model to
predict the closing price of the VN-Index, which
represents the Vietnamese stock market. The
VN-Index has been published since July 28,
2000, marking the beginning of the Vietnamese
stock market. To avoid model instability due to
significant market fluctuations at the onset and
to exclude strong fluctuations during the 2008
financial crisis, data is selected starting from
2010. The dataset used in this analysis includes
daily prices such as Close, Open, High, Low
prices, and Volume of the VN-Index from
January 2, 2010, to July 31, 2024. The initial data
are used to compute technical indicators for the
model, including SMA, MACD, and RSI.
Missing data have been removed, resulting in a
total of 3,623 valid data points.

Opening Price is the price of the stock at the
first trade of the trading day, after the exchange
opens. Highest Price is the highest price of the
stock from market open to market close for each
trading day. Lowest Price is the lowest price of
the stock from market open to market close for
each trading day. Closing Price is the weighted
average price of transactions in the minute
before the close of trading for that day. Volume
is the total number of shares traded during the
day.

SMA (Simple Moving Average) is a type of
moving average calculated by averaging the
stock prices over a specific period. For a 14-day
period, the SMA is calculated by summing the
closing prices of the stock over 14 days and
dividing by 14. The formula for calculating the
SMA technical indicator is as follows:

_ Py+Py+P3++Pyy

SMA,, = 212 (13)
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In which P; is the closing price on the i-th
day within the 14-day period.

MACD (Moving Average Convergence
Divergence) is a momentum indicator that uses
the difference between two moving averages to
identify trends and trading signals. Typically,
MACD includes a MACD line (the difference
between the 12-day Exponential Moving
Average (EMA) and the 26-day EMA), a signal
line (the 9-day EMA of the MACD line), and a
histogram (the difference between the MACD
line and the signal line).

The formula for calculating MACD is as
follows:

MACD, 456 = EMA;; — EMAyg (14)
Signaly = EMAg(MACD;35¢) (15)
Histogram = MACD;;,¢ — Signaly  (16)

In which, EMA is a type of moving average
that assigns greater weight to more recent prices,
making it more responsive to new information.
EMA,, is Exponential Moving Average over 12
days and EMA,s is Exponential Moving
Average over 26 days. The formula for
calculating the EMA for a period of n days is as
follows:

- Calculate the Smoothing Factor (Kk):
2
k=— 17)
where n is the number of days or periods for
which the EMA is being calculated. For
example, to calculate EMA,,n = 12.

- Calculate the EMA:

+ EMA for the First Day: The EMA for the
first day is typically initialized using the SMA
(Simple Moving Average) of the first n days.

2n= P:
EMAfirst day = SMAfirst day = % (18)
where P; is the closing price on the i-th day

+ EMA for Subsequent Days: The EMA for
subsequent days is calculated using the
following formula:

EMA, = P Xk + EMA,_; x (1 —k) (19)
where, EMA, is the EMA for day t; EMA;_,
is the EMA of the previous day, and P, is closing
price on day t.

RSI (Relative Strength Index) is a
momentum indicator that measures the speed
and change of price movements. It is used to
identify overbought or oversold conditions of a
stock. For a 14-day period, RSl is calculated by
comparing the average gains and losses over the
14 days.

The formula for calculating RSI is as
follows:
100
RSI14 =100 — —~ (20)
In which, RS is the average gain to average

loss ratio over a 14-day period.
RS = Average Gain

(21)

- Average Loss

where Average Gain is the average of the
gains over the 14 days, and Average Loss is the
average of the losses over the 14 days.

To calculate the Average Gain and Average
Loss:

Average Gain: The average of all gains over
the 14-day period.

Average Loss: The average of all losses over
the 14-day period.

The RSI value ranges from 0 to 100, with
values above 70 typically indicating that a stock
is overbought, and values below 30 indicating
that it is oversold.

The choice of the parameter n-day for
indicators such as SMA, MACD, and RSI
significantly impacts the model's forecasting
accuracy. A shorter period, such as 5 days,
increases the sensitivity of the indicators to price
changes, capturing short-term fluctuations but
potentially introducing noise and reducing
forecast stability. Conversely, a longer period,
such as 50 days, smooths out price movements,
focusing on long-term trends but possibly
overlooking important short-term signals. An
inappropriate choice of nnn may lead to
overfitting or underfitting, adversely affecting
the model’s generalization capability. Thus,
determining an optimal period for these
indicators is crucial to enhancing the model's
predictive accuracy and ensuring robustness in
forecasting stock market trends.
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The selection of input indicators for the
BiLSTM model, particularly the 14-day period
used to calculate the SMA, MACD and RSI, is
based on several considerations. First, the 14-
day period is widely adopted in technical
analysis as it provides a balance between
capturing short-term market trends and
minimizing noise. This period is commonly used
to reflect short- to medium-term price
movements while maintaining responsiveness to
market fluctuations. In the context of Vietnam's
stock market, characterized by high volatility,
the 14-day SMA can effectively capture market
trends without being overly sensitive to
temporary fluctuations. Furthermore, the choice

of this period stems from empirical testing,
which demonstrates that the 14-day window
yields the best forecasting performance. The 14-
day period has also been employed by Phuoc et
al. in calculating technical indicators for stock
price forecasting in Vietnam.

This paper uses a rolling window to compute
the indicators for subsequent days.

Table 1 provides a small sample of the
dataset. Specifically, the rows correspond to
individual trading days and include the
following features: trading date, closing price,
opening price, highest price, lowest price,
trading volume, SMA, MACD, and RSI.

Table 1. VN-Index simple data

Date Close | Open High

Low

Volume

SMA

MACD

RSI

2010-01-22| 477.59 | 474.1 | 481.69

471.85

30080

506.36

-9.000

33.43

2010-01-25| 480.91 | 476.75 | 481.04

476.75

21330

502.68

-9.65

25.86

2024-07-30 | 1245.06 | 1246.6 |1248.73

1236.97

653070

1258.95

-8.59

28.55

2024-07-31|1251.51|1245.06 | 1255.77

1245.06

748850

1256.64

-8.03

33.79

Next, this paper split the dataset into training
and testing sets. This paper use the first 80% of
the dataset for training and the remaining 20%
for testing.

3.4. BiLSTM Training Process

The training process for the BiLSTM model
is conducted as follows:

1) Data Normalization

After collecting and computing the input
data, we normalize the data before feeding it into
the model. Normalization refers to the process of
adjusting the range of values within a dataset.
Since we use both price data and volume data,
which are measured in different units and have
large value ranges, normalization is crucial.
Machine learning algorithms converge faster and
perform better when the features are closer to a
normal distribution and/or on the same scale.
Additionally, in machine learning algorithms,

activation functions like the sigmoid function
have a saturation point beyond which the outputs
become unchanged. Therefore, prior to training
the BIiLSTM model, the inputs need to be
normalized.

This step is important because it ensures that
all input features are on the same scale and
prevents the model from being biased towards
features with larger values. The normalization
process is carried out using the MinMaxScaler
from the scikit-learn  library.  When
MinMaxScaler is applied to a feature, it subtracts
the minimum value from each value in the
feature and scales the result according to the
range. As a result, the range of a feature is the
difference between its maximum and minimum
values. MinMaxScaler preserves the shape of the
original  distribution. The MinMaxScaler
normalizes the input values to be within the range
[0,1]. The normalization formula is as follows:



T. L. Nguyen / VNU Journal of Science: Comp. Science & Com. Eng., Vol. 42, No. 1 (2026) 1-22 13

Xi— Koo
Xnormi = T+ (22)
’ Xmax~Xmin

where x; is the original data for day i, Xyjn and
Xmax are the minimum and maximum values in
the data, respectively, and Xporm,j is the
normalized data of x;.

2) Model Training

The training environment for this model is as
follows: MacBook Pro with Apple M2 Pro chip,
16GB LPDDR5 RAM, and macOS Sonoma.
Based on the Python programming environment,
this study uses TensorFlow as the deep learning
framework for training and predicting the model.
The Python version is 3.11.8; TensorFlow
version is 2.17.0; and Keras version is 3.4.1.

We trained the BiLSTM model using the
training dataset. The training process involves
providing the model with a sequence of input
variables including the opening price, closing
price, highest price, lowest price, trading
volume, and technical indicators SMA, MACD,
RSI, and predicting the next closing price in the
sequence. The predicted values are then
compared with the actual values, and model
parameters are adjusted to minimize the
difference between predicted and actual values.

The LSTM layers are the core building
blocks of the model and are responsible for

processing the input sequence and learning the
relationships between input features. The
BiLSTM model consists of two LSTM layers:
one processing the input sequence in the forward
direction and the other in the backward direction.
These layers are designed to capture both short-
term and long-term dependencies in the data,
helping the model learn complex patterns and
trends.

The BiLSTM model architecture
implemented in this study comprises two stacked
BiLSTM layers, each followed by a Dropout
layer to mitigate overfitting by randomly
deactivating a portion of neurons during training.
Each Dropout layer applies a dropout rate of 0.2,
which is commonly recommended in prior
studies for improving model generalization
without  significantly  hindering  learning
performance [24].

The final layer is a Dense layer with a single
output neuron, which produces a scalar value
representing the predicted stock price for the
next time step. This design enables the model to
capture temporal dependencies while ensuring
robustness and prediction stability.

The model is built on the Python platform, as
shown in Figure 6. Figure 6 demonstrates that the
model is compiled with the following parameters:
optimizer="adam', loss="mean_squared_error".

I 1 T 1
| Layer (type) | output sShape | Param # |
: : : !
| bidirectional (Bidirectional) | {(None, 1@, 128) | 37,376 |
| .l | |
| dropout_4 (Dropout} | {MNone, 18, 128) | o |
| } | :
| bidirectional_1 (Bidirectional)} | {Mone, 128) | 98,816 |
| } | :
| dropeout_5 (Dropout) | (MNeone, 128) | e |
l | | [
I 1 T 1
| dense_2 (Dense) | {None, 1) | 129 |
L 1 L I

Total params: 488,965 (1.56 MB)

Trainable params: 136,321 (532.5@ KB)

Mon—-trainable params: @ (.89 B)

Figure 6. BILSTM model.
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Figure 6 provides a visual illustration of the
entire architecture of the BILSTM model.
Specifically, the input time series is first passed
through the initial BIiLSTM layer, where
temporal features are learned in both forward
and backward directions. The output is then fed
into the first Dropout layer, followed by a second
BiLSTM layer and another Dropout layer.
Finally, the output is directed to a Dense layer
that generates stock price predictions.

The first BILSTM layer consists of 128
hidden units (64 in each direction), returning the
full sequence output with a shape of (None, 10,
128), where None denotes the batch size, 10 is
the number of time steps, and 128 is the total
number of output features. This layer contributes
37,376 trainable parameters. Subsequently, a
Dropout layer is applied to randomly deactivate
a subset of outputs, thereby improving the
model’s generalization ability. Next, the second
BiLSTM layer, also with 128 hidden units,
returns only the final output of the sequence,
resulting in an output shape of (None, 128). This
layer adds 98,816 trainable parameters. Another
Dropout layer is inserted afterward to further
reduce the risk of overfitting. Finally, the output
layer is a Dense layer with a single neuron and a
linear activation function to produce the
predicted stock price. This layer contains 129
trainable parameters. Overall, the model
includes 408,965 parameters, of which 136,321
are trainable, and 0 are non-trainable. This
architecture strikes a balance between model
complexity and robustness, making it suitable
for financial forecasting tasks where price
dynamics are influenced by complex and
nonlinear temporal patterns.

The model's key hyperparameters include
the number of hidden units in each BiLSTM
layer, batch size, number of training epochs, and
the use of early stopping. In this study, each
BiLSTM layer is configured with 64 hidden
units, enabling the model to effectively capture
complex temporal dependencies in financial
time series data. Mini-batch gradient descent is
adopted for optimization, in which the training
data is divided into smaller batches to update

model parameters iteratively. A batch size of 32
is selected to strike a balance between
convergence speed and model stability, as
smaller batch sizes tend to introduce
stochasticity that helps avoid local minima.
Training is performed over multiple epochs,
where each epoch represents one complete pass
through the entire training dataset, including
both forward and backward propagation. The
number of epochs is set to 100, which provides
the model with sufficient iterations to learn
underlying data patterns without overfitting.
This choice aligns with common practice in
time-series forecasting literature, where 100
epochs are frequently adopted as a standard due
to their balance between learning capacity and
computational efficiency. The optimal number
of epochs is typically validated by observing
training and validation loss curves to ensure
convergence without overtraining. To further
prevent overfitting and reduce unnecessary
computations, this study employs the
EarlyStopping technique with the parameters
monitor="loss', patience=8, and
restore_best_weights=True. This allows training
to halt when the model’s performance no longer
improves, thereby preserving the best-
performing parameters and ensuring model
generalization.

The Adam optimizer is chosen to optimize
the training process, as proposed by Kingma and
Ba [47]. The Adam algorithm combines the
following advantages: it maintains a learning
rate for each parameter to improve performance
on sparse gradients. Additionally, the learning
rate is adapted for each parameter based on the
exponentially weighted moving average of the
gradient magnitudes, which results in excellent
performance on unstable and nonlinear
problems. Therefore, Adam is considered an
optimizer with outstanding default performance
in many scenarios.

This study uses a learning rate of 0.001 and
sets timesteps to 10. This means that the stock
price for a given day is predicted based on the
stock prices of the previous 10 days. For
example, the value for August 11, 2010, is
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predicted based on the values from August 01,
2010, to August 10, 2010. The choice of a 10-
timestep window is designed to capture
sufficient historical context without
overwhelming the model with excessive data.
This balance is critical, as using a timestep that
is too short may fail to capture important
temporal dependencies, while a timestep that is
too long could lead to overfitting and
unnecessary computational complexity.

To compare the predictive performance of
the BiLSTM model, this study uses LSTM and
RNN models as control variables to predict the
closing price of the VN-Index. The parameter
settings for the LSTM model are identical to
those of the BILSTM model, except that the
BiLSTM layers in the BIiLSTM model are
replaced with LSTM layers, and the training
process is also optimized using the Adam
optimizer.

3) Model Evaluation

After training the model, we evaluate its
performance using a test set. We input a
sequence of closing prices from the test set into
the model and predict the subsequent value in the
sequence. We then compare the predicted values
with the actual values.

Quantitative evaluation of deep learning
models is categorized into accuracy metrics,
financial metrics, and error metrics [48].
Accuracy and financial metrics are widely used
for classification tasks (e.g., predicting price
direction), stock trading, and portfolio
management. On the other hand, error metrics
are commonly used to assess predictions of
numerical dependent variables (e.g., exchange
rates or stock market forecasts). Error metrics
evaluate the difference between actual values
y; and predicted values ¥, using criteria such as
Mean Absolute Error (MAE), Root Mean
Squared Error (RMSE), and R-squared (R?2).
These metrics help determine the effectiveness
and accuracy of the predictive model in
estimating the closing price of stocks for the
following day. Detailed information about these
measures is provided below.

MAE (Mean Absolute Error) measures the
average deviation between predicted values and
actual values. It quantifies the accuracy of the
forecast. MAE can be calculated using the
following formula:

1 ~
MAE = ;Z?ﬂ( lyi — %l (23)

where y; is the actual closing price and ¥, is the
predicted closing price. A smaller MAE
indicates higher accuracy of the model.

MSE (Mean Squared Error) is used to
evaluate model performance based on the
average forecasting error. The formula for MSE
is as follows:

1 -~
MSE = 23 (y; — 9)? (24)

RMSE (Root Mean Squared Error) is one of
the most used error metrics in regression. It is the
square root of MSE and measures the dispersion
of residuals. Based on the RMSE formula, it can
be determined how well the data is concentrated
around the optimal line. The optimal RMSE
value is close to zero. The formula for RMSE is:

RMSE = [ESI, (e - 902 @3)

where n is the number of data points, y; is the
actual closing price, and ¥, is the predicted
closing price.

To further explore the accuracy of the
prediction models and in conjunction with
financial evaluation methods, this study also
calculates the goodness-of-fit for each model.
Goodness-of-fit is defined as the degree to which
the regression line fits the observed values. The
coefficient of determination R? is used to
measure the goodness-of-fit, with values closer
to 1 indicating better fit. The formula for the
coefficient of determination is:

T (vi—9)?
R2=1—&=2in ) 2
Y (-2 (26)

where y; is the actual closing price, y, is the
predicted closing price, and y, is the mean value
of the closing price series.
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4) Determining the Termination Conditions
for the Training Process

Successful termination conditions include:
completing a predefined number of iterations,
having weights lower than a certain threshold,
and achieving a prediction error rate below a
specified threshold. If at least one of these termination
conditions is met, the training process will end.
Otherwise, the training will continue.

Backpropagation of Error: The calculated
error is propagated backward through the
network, updating the weights and biases of each
layer. Subsequently, the process will return to
step (2) to continue training the network.

Similar evaluation procedures are also
applied to the LSTM and RNN models for
comparison with the BiLSTM model.

3.5. BiLSTM Prediction Process

The prerequisite for forecasting with
BiLSTM is that the BILSTM model has
completed the training process. The BiLSTM
forecasting process is carried out as follows:

Forecasting: Normalized data is fed into the
trained BILSTM model to obtain the
corresponding output values.
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Restoring Normalized Data: The output
values from the BiLSTM are normalized. These
values are restored to their original scale using
the formula:

Xi = Xmin + Yi Xmax — Xmin) (27)
where x; is the restored value, y; is the output

value from BiLSTM, and x,,,,, and x,,;,, are the
maximum and minimum values of the input data.

Output Results: The restored results are
outputted to complete the forecasting process.
Similar procedures are applied to the LSTM and
RNN models for comparison with the BiLSTM.

4. Results

The processed training data was used to train
the RNN, LSTM, and BiLSTM models. The
trained models were then used to predict the test
data, and the actual values were compared with
the predicted values. Before visualizing the
model's prediction results and computing the
loss function, the predicted data was
denormalized to compare it with the original
closing price labels and assess the model's
performance.

Real vs Predicted VNIndex (RNN)

1500 -

1400 4

1300 4

1200 4

VNIndex

1100

1000

900

—— Real VNIndex

—— Predicted VNIndex

Figure 7. Predicted and Actual Values of the VN-Index Using the RNN Model.
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Figures 7-9  respectively show the
comparison between the predicted closing prices
of the VN-Index and the actual closing prices
using the RNN, LSTM, and BiLSTM models.
These charts illustrate the best results based on
the comparison between the actual VN-Index
values and the predicted values (closing prices).
In each chart, the red and blue lines represent the
actual and predicted values, respectively. The
charts provide a timeline of the entire dataset.

Note from the figures that there is a relatively
larger discrepancy between the actual and
predicted closing prices of the VN-Index during
the early stages of the data. However, the
discrepancy decreases in the later stages.
Overall, all three figures demonstrate a relatively
small difference between the actual and
predicted values, indicating that the deep
learning models perform well. Our research
results suggest that the proposed model is highly
effective in analyzing and capturing trends, as
well as predicting them accurately.

Real vs Predicted VNIndex (LSTM)

1500 1

1400 4

1300 1

1200 4
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—— Real VNIndex
— Predicted VNIndex

0 100 200 300

Figure 8. Predicted and Actual Values of the VN-Index Using the LSTM Model.

Real vs Predicted VNIndex (BiLSTM)

1500 4

1400 4

1300 §

1200 4

VNIndex

1100

1000 4

—— Real VNIndex
—— Predicted VNIndex

Figure 9. Predicted and Actual Values of the VN-Index Using the BiLSTM Model.
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Based on the predicted values from each
method and the actual values, the error metrics
for each method were calculated, and the
comparison results of the three methods are
presented in Table 2. The results in Table 2 show
that the MAE and RMSE of the RNN model are
the highest among the three models, indicating a
relatively large model loss. According to Figure
7, with the RNN model, the predicted closing
prices are generally lower than the actual closing
prices. The LSTM model performs better than
the RNN model, possibly because the LSTM's
recurrent structure can describe the dynamic
changes in the data more effectively. In
modeling the current timestep data, the
information from the previous timestep is
utilized. The storage unit and gate mechanisms
can quickly and collaboratively update the
contents and dynamics within the cells,
effectively addressing the issue of long-term

data dependencies, thus resulting in more
accurate predictions.

The proposed BiLSTM model achieved the
minimum RMSE and MAE values of 17.296 and
12.672, respectively. Additionally, the BiLSTM
model also achieved the best fit with an R? value
of 0.9862, indicating that the model can
effectively balance the data between the training
and test sets with the highest prediction
accuracy. Furthermore, as the BiLSTM layer can
capture both spatial and temporal dependencies
from historical data in both forward and
backward directions, the prediction accuracy of
the BILSTM model has been significantly
improved compared to the unidirectional LSTM.
This suggests that processing data in both
forward and backward directions with the multi-
layer structure can exploit the data more
effectively and capture more information.

Table 2. Model Performance Evaluation

Model | Training Time (second) MAE RMSE R2

RNN 18.164424 14.281684 | 18.934371 | 0.983527

LSTM 37.564810 12.907434 | 17.711889 | 0.985586
BiLSTM 81.523974 12.671913 | 17.296250 | 0.986254

To explore the feasibility of the model in
practical applications, this study also recorded
the training time of each model to assess whether
the model can be trained efficiently in practice.
The training time is based on the operating
environment: MacBook Pro with Apple M2 Pro
chip, 16GB LPDDR5 RAM, and macOS
Sonoma operating system.

Based on the training times of the models
presented in the table, it is evident that while the
BiLSTM model offers high prediction accuracy,
it also comes with distinct drawbacks. Compared
to the one-dimensional LSTM model, the
BiLSTM model requires more training time.
This indicates that when dealing with large and
high-dimensional datasets, BIiLSTM may
sacrifice some efficiency in order to improve
model accuracy.

In summary, the BIiLSTM model
demonstrates high prediction accuracy when
applied to financial time series forecasting. It not
only surpasses the linear single-dimensional data
descriptions of traditional time series models but
also addresses issues related to overfitting and
long-term data dependencies commonly faced
by shallow learning models. Furthermore, it
leverages both past and future data by
incorporating bidirectional information,
enhancing data structure and information
extraction more effectively.

However, the added bidirectional structure
increases the training time of the BiLSTM model
compared to one-dimensional LSTM, shallow
learning models, and linear models, leading to
lower training efficiency. Therefore, when
selecting a model for prediction tasks, it is
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important to balance between prediction
efficiency and accuracy, choosing the most
suitable model framework based on the specific
requirements of the application.

5. Conclusions

Due to characteristics such as high
frequency, non-linearity, and significant noise,
predicting financial time series remains a focal
point and challenge in academic research.
Therefore, theoretical perspectives suggest that
artificial neural network-based analysis and
prediction methods are more suitable compared
to existing statistical methods. To understand
anomalies in time series data, this study explores
the practical value of the advanced deep learning
BiLSTM model in financial time series
forecasting and compares the performance of
BiLSTM, LSTM, and RNN models in financial
time series prediction. Through empirical testing
with the closing prices of the VN-Index, the
study finds that BIiLSTM exhibits strong
applicability in forecasting highly noisy
financial time series.

The study draws the following conclusions:
First, the BIiLSTM learning method can
incorporate both past and future time series data
as input and produce the final predicted value.
BiLSTM achieves the lowest RMSE and MAE,
and the highest fit among the models, indicating
that BiLSTM can extract more data information
with its bidirectional layer compared to LSTM,
thereby improving the model's prediction
accuracy. Given its outstanding performance in
predicting the VN-Index closing prices, the
study suggests that BIiLSTM has certain
advantages in forecasting non-linear and noisy
financial time series. Second, deep learning
models, including BiLSTM, LSTM, and RNN,
exhibit various levels of non-linear operation,
allowing deep learning to leverage data more
effectively, leading to superior prediction
accuracy in financial time series forecasting and
stock price prediction. Third, despite its
advantages, the BILSTM model has some
limitations. Due to the added bidirectional

structure on top of LSTM, the training time for
the model is longer, and the operational
efficiency decreases. When researchers and
investors select prediction models, they may
need to balance between model training
efficiency and prediction accuracy to choose a
more suitable training framework.

Future research could focus on optimizing
model parameters to improve result accuracy.
Additionally, future studies should explore the
applicability of this model in other time series
forecasting fields, such as predicting gold prices,
oil prices, weather conditions, and earthquakes,
as well as other potential applications.
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