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Abstract: Machine reading comprehension (MRC) is a challenging Natural Language Processing 

(NLP) research field and wide real-world applications. The great progress of this field in recents is 

mainly due to the emergence of few datasets for machine reading comprehension tasks with large 

sizes and deep learning. For the Vietnamese language, some datasets, such as UIT-ViQuAD and 

UIT-ViNewsQA, most recently, UIT-ViQuAD 2.0 - a dataset of the competitive VLSP 2021 - 

ViMRC Challenge 1. MRC systems must not only answer questions when necessary but also 

tactfully abstain from answering when no answer is available according to the given passage. In this 

paper, we proposed two types of joint models for answerability prediction and pure-MRC prediction 

with/ without a dependency mechanism to learn the correlation between a start position and end 

position in pure-MRC output prediction. Besides, we use ensemble models and a verification 

strategy by voting the best answer from the top K answers of different models. Our proposed 

approach is evaluated on the benchmark VLSP 2021-ViMRC challenge dataset UIT-ViQuAD 2.0 

shows that our approach is significantly better than the baseline system. 

Keywords: Machine Reading Comprehension, Question Answering, Natural Language Processing, 

Joint learning, Ensemble models.*  
 

 

 

1. Introduction  

With the rapid development of NLP, natural 

language understanding (NLU) has aroused 

broad interests, and a series of NLU tasks have 

emerged. In order to teach computers to read the 

text and understand the meaning of the text, 
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researchers have conducted machine reading 

comprehension (MRC) research. The goal of a 

typical MRC task is to require a machine to read 

a (set of) text passage(s) and then answer 

questions about the passage(s), which is a 

fundamental and longstanding goal of natural 

language understanding. MRC could be widely 
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applied in many applications, such as, search 

engines, intelligent agents, dialog systems, 

question answering systems, and chatbots. The 

recent progress on the MRC task has required 

that the model must be capable of distinguishing 

those unanswerable questions to avoid giving 

implausible answers. MRC task with 

unanswerable questions may be usually 

decomposed into two subtasks: 

i) answerability prediction  

ii) reading comprehension. 

So far, a common reading system which 

solves MRC problem generally consists of two 

modules: 1) building a robust language model 

(LM) as Encoder; 2) designing ingenious 

mechanisms as Decoder according to MRC task 

characteristics. 

For the encoder, many pre-trained language 

models (PrLMs) such as BERT [1], RoBERTa 

[2], XLM-RoBERTa [3], ALBERT [4], 

ELECTRA [5], and mT5 [6] have achieved 

success on various natural language processing 

tasks and on MRC task in other languages such 

as English, Chinese, French, etc., which broadly 

play the role of a powerful encoder by capturing 

the contextualized sentence-level language 

representations. However, here, we use XLM-

RoBERTa [3] because we find that, for machine 

reading comprehension task, the pre-trained 

language models for encoders with larger 

models lead to better performance. We have also 

tried some pre-trained language models with 

smaller models trained on Vietnamese datasets 

such as phoBERT [7] or multilingual datasets 

such as mBERT [1], but not good results. In 

addition, the tasks on which the contextualized 

language models are trained also have a 

significant impact on the performance of the 

MRC models. Hardware limitations were also 

our limitations during experimental progress 

with models larger than XLM-RoBERTa [3] in 

this competition. 

For the decoder, recent researches on a 

variety of problems show that jointly learning on 

two or more tasks produces significant 

performance improvements over independent 

models. Therefore, we use two joint models for 

two main tasks: answerability prediction and 

pure-MRC output prediction, (i.e, predicting the 

start and end positions). Inspired by how humans 

solve reading comprehension questions. We 

argue that when solving a reading 

comprehension question or any other problem, 

many humans with good abilities come together 

to solve a question (problem) that will yield a 

more accurate answer (result). Thus, we use 

ensemble models in a way that gives the top K 

answers for each model and a verification 

strategy to choose the best answer. 

In summary, the notable methods we 

experimented in this research are as follows: 

• We use two types of joint models for 

answerability prediction and pure-MRC 

prediction with/ without a dependency 

mechanism to learn the correlation between a 

start position and end position in pure-MRC 

output prediction; 

• We show that the ensemble models yield 

significantly better results than without 

ensemble models. 

The rest of the paper is organized as follows: 

section 2 presents the related works, section 3 

presents the proposed approach, section 4 

presents the results, and finally, section 5 

concludes the findings and future directions. 

 

2. Related Work 

The research of machine reading 

comprehension has attracted great interest from 

the NLP community in the world, as well as the 

Vietnamese NLP community. Some early 

methods, such as rule-based heuristic methods 

[8, 9, 10]; ranking-based BM25 [11] are inspired   

by   calculating the similarity between two 

sentences with several previously published 

algorithms; classification-based approaches [12] 

to find out the sentence containing the answer to 

the question, etc. The next trend is a variety of 

attention-based interactions between passage 

and question, such as Attention Sum [13], Self-

matching [14], Attention over Attention [15], 

and Bi-attention [16]. Recently, deep contextual 

language models have been shown effective for 

learning universal representations by leveraging 
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large amounts of unlabeled data and achieving 

various state-of-the-art results in a series of 

English benchmark datasets, such as SQuAD 

[17], SQuAD 2.0 [18], and NewsQA [19]. Some 

prominent examples are BERT [1], RoBERTa 

[2], XLM-RoBERTa [3], ALBERT [4], 

ELECTRA [5], and mT5 [6]. For the Vietnamese 

language, there are several MRC datasets 

without unanswerable questions to evaluate 

reading comprehension models, such as UIT-

ViQuAD [20] for Wikipedia-based texts and 

UIT-ViNewsQA [21] for health-domain news 

text. Many different architectures have been 

experimented [20, 22] and have shown positive 

results.  

In our experiments, we take the XLM-

RoBERTa [3] PrLM as the backbone encoder, 

and jointly learn answerability prediction and 

pure-MRC output prediction. Then, we 

ensemble models to achieve the best results. Our 

approach achieves significantly better results 

than the mBERT [1] [23]-based baseline system. 

3. Proposed Approach 

3.1. Dataset 

UIT-ViQuAD 2.0 [23] combines questions in 

UIT-ViQuAD [20] containing about 23K+ 

question-answer pairs on 170+ articles with 

about other 12K unanswerable questions written 

adversarially by crowd-workers to look similar 

to answerable ones. Table 1 describes details of 

the UIT-ViQuAD 2.0 dataset. 

3.2. Our Models 

Figure 1 illustrates the architecture of our two 

types of joint models, including an encoding 

layer, a decoding layer consisting of 

answerability prediction, and start - end position 

predictions (answer span prediction). In 

addition, we use a dependency mechanism to 

enhance neural networks compared to the model 

without a dependency mechanism and use them 

for the ensemble method. 

Encoder: We concatenate question and 

passage texts as input, which is firstly 

represented as embedding vectors to feed an 

encoding layer. The encoding layer employs a 

pre-trained Transformer-based language model, 

i.e, XLM-RoBERTa [3] for our entire 

experiment. The output of the encoding layer is 

the contextual representations (latest hidden 

state). 

Answerability prediction: The aim of 

answerability prediction is to make a preliminary 

judgment, whether the question is answerable. 

Following a common strategy when fine-tuning 

pre-trained LMs for the sequence classification 

task, this layer is a linear prediction layer that is 

appended on top of the contextualized 

embedding of the classification token “[CLS]” 

[1]. In this experiment, we use a Softmax 

function instead of the usual Sigmoid for the 

binary classification problem because it achieves 

better performance. Therefore, the loss function 

is a Cross-entropy objective loss calculated 

during training. 
Table 1. Overview of the UIT-ViQuAD  

2.0 dataset 

 Train Public 

Test 

Private 

Test 

All 

Number of 

articles 

138 19 19 176 

Number of 

passages 

4,101 557 515 5173 

Number of total 

question 

28,457 3,821 3,712 35,990 

Number of 

unanswerable 

questions 

9,217 1,168 1,116 11,501 

Pure-MRC prediction: The aim of pure-

MRC is to find the span in the passage as answer, 

i.e, find the start and end positions of that span 

respectively. We use the latest hidden state fed 

into a linear layer with Softmax operation to 

obtain the start and end probabilities and output 

the corresponding position indexes. The loss 

function of answer span prediction is defined as 

Cross-entropy for the start and end position 

predictions. 

Dependency mechanism: The   aim   of this 

dependency mechanism is to   learn the 

correlation between the start and end positions. 

We use a concatenation of the logits output of the 

start position prediction layer and the latest 
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hidden state of the encoding layer through a 

linear layer to obtain the end position prediction. 

During training, the joint loss function is the 

weighted sum of the answerability prediction loss 

(Lans), start position prediction loss (Lstart) and end 

position prediction loss (Lend): 

L = α1 ∗ Lans + α2 ∗ Lstart + α3 ∗ Lend (1) 

where, α1, α2, α3 are weights. 

3.3. Ensemble Method 

The ensemble method is a combination of n 

models (n = 10 in our best submitted results), 

and a verification strategy in a way that each 

model gives the top K (K=20) predicted answers 

with corresponding predicted probabilities. For 

each question is a combination of all of them to 

aggregate for the final answer ansf inal. 

ansf inal= Max(P(predicted_answers))   (2) 

where P(predicted_answers) is the set of 

probabilities of the answers that can be predicted 

by the models. 

4. Experiments 

4.1. Training Setup 

The first, we build M (M=5) different 

datasets, each dataset comprises a train and dev 

set with a corresponding ratio of 0.9:0.1 that is 

randomly divided at the paragraph-level (article-

level). For each type of model architecture, we 

train models and use them for ensemble models.  

 
Figure 1. Illustration of our two model types with/ without a dependency mechanism  

respectively with/ without blue arrow. 

We use the available XLM-RoBERTa [3] 

PrLM - a recent state-of-the-art pre-trained 

language model that supports Vietnamese - as 

the encoder. XLM-RoBERTa is a multilingual 

variant of RoBERTa [2], is pre-trained on a 

2.5TB multilingual dataset that contains 137GB 

of syllable-level Vietnamese texts. 

For all experiments, we use AdamW 

optimizer [24] with epsilon is 1e−8 and learning 

rate to 2e−5. We set batch size to 8, max 

sequence length to 384, doc stride to 128, max 

query length to 64, and max answer length to 50. 

We also apply L2 weight decay with weight 

1e−2. The manual weights for loss function are 

α1 = α2 = α3 = 1/3. The maximum number of 

epochs is set to 10 for all experiments. All our 

implementations are based on the public Pytorch 

implementation from Transformers. 

4.2. Evaluation Metrics 

In order to more comprehensively compare 

the performances of MRC models, the models 

should be evaluated by various evaluation 

metrics, such as Exact Match and F1 score. 
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These metrics are also the two metrics used in 

the VLSP 2021-ViMRC Challenge. 

Exact Match is often abbreviated as EM. If 

the MRC task contains N questions, each 

question corresponds to one right answer, the 

answers can be a word, a phrase, or a sentence, 

and the number of questions that the system 

answers correctly is M. Among the remaining N 

- M answers, some of the answers may contain 

some ground truth answer words, but not exactly 

match the ground truth answer. The Exact Match 

can then be calculated as follows: 

 
F1 − score is a commonly used MRC task 

evaluation metrics. F1 − score measures the 

overlap tokens between the predicted answers 

and the ground truth answers. To make the 

evaluation more reliable, it is also common to 

collect multiple correct answers to each 

question. Therefore, to get the average F1 − 

score, the first has to compute the maximum F1 

− score of all the correct answers of a question, 

and then average these maximum F1 − score 

over all of the questions. The equation of average 

F1 − score for a task is: 

 
where, F1 denotes F1 − score for the MRC task, 

and Max(F1S ) denotes the maximum F1 − score 

of all correct answers for a single question, P 

Max(F1S ) denotes the sum of for every question 

in the MRC task. Num(Question) denotes the 

number of questions in the MRC task. F1S 

estimated over the individual tokens in the 

predicted answer against those in the truth 

answer for a question. The equation of F1S is: 

 
where, for a single question, the token-level true 

positive (TP) denotes the same tokens between 

the predicted answer and the truth answer. The 

token-level false positive (FP) denotes the 

tokens which are not in the truth answer but the 

predicted answer, while the false negative (FN) 

denotes the tokens which are not in the predicted 

answer but the truth answer. 

4.2. Results 

Table 2 shows the performance of our method 

and the baseline on the public and private test 

sets of the UIT-ViQuAD 2.0 dataset. Our model 

achieves 80.578% (in F1 − score), 70.662% (in 

EM) on public test dataset and achieves 76.456% 

(in F1 − score), 64.655% (in EM) on private test 

dataset. Compared to the baseline model, our 

model achieves much better results. 

Table 3 compares the leading model with/ 

without ensemble models on the public test of 

the UIT-ViQuAD 2.0 dataset. The model with 

ensemble models (our model) outperformed the 

model without ensemble models only achieving 

76.657% (in F1 − score) and 65.768% (in EM). 

In addition, a detailed comparative summary 

of the results of the teams in the competitive 

VLSP 2021 - ViMRC Challenge [23] shows that 

our results achieve the best results for predicting 

answerable questions (in F1 − score). 

Table 2. The results on the public and private test 

sets of the UIT-ViQuAD 2.0 dataset, evaluated on 

EM and F1 scores 

 
Table 3. The results on the public test sets of the 

UIT-ViQuAD 2.0 dataset, comparisons between 

with/ without ensemble models: 

 

5. Conclusion 

In this paper, we describe and propose our 

approach to solve the Vietnamese Machine 

Reading Comprehension competition in the 

evaluation campaign of the VLSP 2021-ViMRC 

Challenge. For the future, we would like to 

experiment some pre-trained language models 

with different and larger architectures such as 
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GPT [25], mT5 [6], DeBERTaV3 [26], etc., 

because MRC systems greatly benefit from the 

development of pre-trained language models and 

simultaneously research some other verification 

strategies to improve model performance. 
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