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Abstract: The automatic image caption generation is attractive to both Computer Vision and Natural 

Language Processing research community because it lies in the gap between these two fields. Within 

the VieCap4H contest organized by VLSP 2021, we participate and present a Transformer-based 

solution for image captioning in the healthcare domain. In detail, we use grid features as visual 

presentation and pre-training a BERT-based language model from PhoBERT-base pre-trained model 

to obtain language presentation used in the Adaptive Decoder module in the RSTNet model. Besides, 

we indicate a suitable schedule with the self-critical training sequence (SCST) technique to achieve 

the best results. Through experiments, we achieve an average of 30.3% BLEU score on the public-

test round and 28.9% on the private-test round, which ranks 3rd and 4th, respectively. Source code 

is available at https://github.com/caodoanh2001/uit-vlsp-viecap4h-solution. 
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1. Introduction  

Automatically generating captions for images 

is an exciting subject in computer vision and the 

natural language processing field [1]. Despite the 

precision that recent research has achieved, 

training an AI model for imitating this unique 

human ability still has many challenges. In 

recent years, the standard approach for the image 

captioning problem is based on encoder-decoder 

architecture like the machine-translation 

problem [2]:    the encoder is a CNN architecture 
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used for extracting visual signals; the decoder is 

an RNN architecture to predict the possible 

captions for the corresponding images based on 

output from the encoder. Inside, the feature 

extraction problem in image captioning has two 

main approaches: grid features and region 

features; which one is more effective are now 

still being discussed. On the other hand, the 

VieCap4H [3] dataset is a Vietnamese dataset, so 

mining the aspect of the Vietnamese language by 

using a BERT-like model with Vietnamese pre-
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trained models such as PhoBERT, BARTPho 

may achieve good results. 

To the best of our knowledge, the main 

problem of the Image Captioning problem is 

how images and captions are presented to fit into 

the RNNs models for training [2]. Typically, 

region features, which are a set of embedding 

vectors that present regions with high objectness 

scores, are often used to present an image. [4]. 

Extracting these features has high complexity of 

computation. Random embedding vectors 

usually present the input captions to adapt to 

multiple languages. Because the VieCap4H 

dataset is annotated with Vietnamese captions, 

we suppose that the mining aspect of Vietnamese 

will achieve a better performance instead of just 

using random embedding vectors. 

In an attempt to overcome these challenges, 

we present our experimental process based on 

our survey and contribute a Transformer-based 

solution: i) Parsing a sentence into word level by 

VnCoreNLP [5]; ii) Pre-training a BERT 

language model from pre-trained PhoBERT-

base and applying Masked Language Model 

(MLM) to combine visual signals and hidden 

states to predict the next stage; iii) Using X101, 

X152 and X152++ grid features for presenting 

images;iv) Training an RSTNet model [4] with a 

suitable schedule; v) Inference with suitable 

hyperparameters. Some of our predictions 

compared with labelled descriptions are shown 

in Figure 1. 

The rest of this report: Section 2 presents our 

quick survey on the image captioning problem; 

Section 3 describes more profound our proposed 

solution; Section 4.1 presents experimental and 

final results in public test and private test round; 

Section 5 offers valuable things we learned from 

the competition; Section 6 summarize the report 

and present some directions for future research. 

2. Related Work 

Since 2015, many studies have conducted 

experiments and proposed methods that solve 

the Image Captioning problem.    One of the 

earliest studies that made a remarkable milestone 

in this problem was "Show and Tell", proposed 

by Xu et al. [6]. In this study, the authors used an 

LSTM model that encoded the variable length 

input into a fixed dimensional vector and used 

these embedding spaces to decode it to the 

desired output sentence. In the same year, the 

"Show, Attend and Tell" method [7] was born as 

an improvement of "Show and Tell". Instead of 

using global features of images, Vinyals et al. [7] 

used a CNN backbone to extract grid features 

and used it as embedding spaces in the LSTM 

model. Moreover, they proposed two visual 

mechanisms: Stochastic "Hard" Attention and 

Deterministic "Soft" Attention, to learn the parts 

that the LSTM model should focus on predicting 

the hypothesis caption. This study motivated 

further research on mining grid features and 

attention mechanism aspects. In 2018, Anderson 

et al. [8] proposed Bottom-up and Top-down 

architecture, which was highly inspired by the 

Faster R-CNN model [9], opening the new era of 

presentation of images in the Image Captioning 

problem. In general, they pre-train a Faster R-

CNN model on the Visual Genome dataset. They 

used this model and fit the input image into it to 

obtain proposal boxes from the Regional 

Proposal Network. These proposal boxes were 

then used as the region features to fit into the 

RNN-based model for training the VQA and 

Image Captioning tasks. The year 2019 

witnessed many methods of mining the self-

attention mechanism to improve the 

performance of the VQA and Image Captioning 

problems. Huang et al. [11] proposed "Attention 

on Attention (AoA)", which extends the 

conventional attention mechanisms to detect the 

relative information between attention results 

and queries; This module explores the relevance 

among objects in region features in the encoder 

and filters out the irrelevant/misleading attention 

result to keep only the   useful   ones   in the 

decoder. Cornia et al. [11] proposed the M2-

Transformer model, which includes a multi-

layer encoder for region features and a multi-

layer decoder that generates output sentence; A 

mesh-like structure was also proposed to connect 

encoding and decoding layers to exploit both 

low-level and high-level contributions. The 
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exploration of the self-attention mechanism in 

the Image 

 Captioning problem is still trendy up to now; 

many studies have improved the performance on 

this problem via this direction [4], [12], [13]. 

Some studies have recently improved 

performance based on BERT-based models [14-

16] which are promising. 

 
Figure 1. Some predictions by our approach and compare with the labelled description.

 

3. Methodology 

3.1. Image Embedding 

We follow [17] to extract grid features; in 

detail, Jiang et al. [17] use bottom-up, top-down 

architecture [8] to compute feature maps from 

lower blocks of ResNet to block C4. But instead 

of using 14 14 RoIPooling to compute C4 output 

features, then feeding to C5 block and applying 

AveragePooling to compute per-region features, 

they convert the detector in [8] back to the 

ResNet classifier and compute grid features at 

the same C5 block. By experiments, they 

observe that using converted C5 block directly 

helps reduce computational time but achieves 

surprising results. We use their X101, X152 and 

X152++ pre-trained models for grid features 

extraction.    The raw grid features have the 

shape of (H, W, 2048); we apply an 

AdaptiveAvgPool2D (7,7) to reshape from (H, 

W, 2048) to (7, 7, 2048). A single grid is 

flattened, and then the final output has the shape 

of (49, 2048). 

 
Figure 2. Overview of our experimental process. GA and AA are two modules proposed in [4]. To present an 

image, we conduct experiments with 3 backbones: X-101, X-152, X-152++. To present an input caption, we 

train the BERT-based language model from PhoBERT-base.



B.C. Doanh et al. / VNU Journal of Science: Comp. Science & Com. Eng., Vol. 38, No. 2 (2022) 105-113 

   

108 

3.2. Language Embedding 

To get language presentations, we train a 

BERT-based language model (BBLM) that can 

be expressed by the Equation 1, 2, 3 below this: 

𝑙𝑓 = 𝐵𝐸𝑅𝑇(𝑊) (1) 

𝑆 = 𝑀𝑎𝑠𝑘𝑒𝑑𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝐹𝐹1(𝑙𝑓) + 𝑝𝑜𝑠) (2) 

�̂� = log (sotfmax(𝐹𝐹2(𝑆))) (3) 

Where 𝑊 =  (<  𝑏𝑜𝑠 >, 𝑊1, 𝑊2, . . . , 𝑊𝑀) is 

input sequences; <  𝑏𝑜𝑠 > is an abbreviation of 

"begin of sentence", this token is fit to the 

decoder first to begin to predict the captions; 

𝑝𝑜𝑠 ∈ ℝ𝑑𝑏𝑒𝑟𝑡  is the position encoding of word 

sequences (Position encoding is an embedding 

vector that includes positions of each component 

in the input sequence); FF1 and FF2 are the 

point-wise feed-forward networks containing 

two linear layers with ReLU activation. These 

feed-forward networks are familiar with the 

Transformer-based model, which process the 

attention output from the previous Multi Self-

Attention head and give its richer presentation 

version; 𝑙𝑓 ∈ ℝ𝑑𝑏𝑒𝑟𝑡 is output of BERT model;  

𝑆 ∈ ℝ𝑑𝑏𝑒𝑟𝑡 is output of masked attention 

module; �̂� is the log softmax probability 

distribution of the predicted words. 

 
Figure 3. The visualization of the training process of the RSTNet model. The inference is similar, but the input 

tokens fit the decoder are previous words.    

Since VieCap4H is a Vietnamese dataset, we 

use a pre-trained vinai/phobert-base model [18] 

which is available on HuggingFace for pre-

training a BERT-based language model. 

Furthermore, the phobert-base model is the small 

architecture that is adapted to such a small 

dataset as the VieCap4H dataset, leading to a 

quick training time, which helps us conduct 

more experiments. We also try PhoBERT-large, 

BARTPho-syllable and BARTPho-word [19] 

pre-trained models, but it does not seem to 

operate well. The reason may be that the large 

architectures are not suitable for the small 

dataset as VieCap4H (contains 8032 samples).  

Two tokenizers that we use for experiments is 

VnCoreNLP [5] and Underthesea. Following 

[4], we apply the Masked Language Model 

technique. In detail, the only output of Masked 

Attention is used as language presentation of a 

single reference sequence. 

 

3.3. The RSTNet Model 

For training, we use the RSTNet model, a 

Transformer-based architecture proposed by 

Zhang et al. [4], in which the authors contribute 

two significant modules for enhancing the 

performance: Grid Augmented (GA) and 

Adaptive Attention (AA). We chose this method 

to conduct the experiments on the VieCap4H 

dataset as it is a new method whose two 

proposed modules are novel. The architecture is 

adapted with grid features, which reduces 

computation complexity compared with region 
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features [17]. Moreover, besides using the grid 

features and random embedding vectors to train 

the Transformer-based model, RSTNet pre-

trains a BERT-based model to get language 

signals. Then they combine three modals: visual 

encoded features (output from the encoder), 

hidden states (output from the decoder) and 

language signals by using the Adaptive 

Attention module to predict the next word. 

Because they train the BERT-based model from 

bert-base-uncased pre-trained model, we replace 

it with PhoBERT-base to adapt with 

Vietnamese. 

3.3.1. Grid Augmented (GA) 

Zhang et al. [4] draw inspiration from two works 

[20], [21] to calculate the relative geometry 

matrix between grids 𝜆𝑔  ∈  ℝ𝑁×𝑁. The authors 

then incorporated this information into the 

Transformer’s attention mechanism by adding to 

the attention matrix. 

3.3.2. Adaptive Attention (AA) 

The authors in [4] found cases where the 

prediction of the next word is based on linguistic 

context rather than on image features. Therefore, 

instead of predicting directly from hidden states 

of decodes, the AA module is proposed to 

combine all three: language presentations 

(output from MaskAttention module at BERT 

model), visual signals from encoder output and 

hidden states to predict the next word 

probabilities. In detail, the output from the 

decoder at timestep 𝑡 is fit to another Mask 

Multi-head Attention to producing attention 

feature; it then becomes a query for further 

usage. All visual signals at the current time step 

t produced from the encoder become a key. The 

language signal produced by the BERT-based 

language model at timestep 𝑡 becomes a value. 

Then query, key, and value fit the Multi-head 

Attention to predict the next word. 

Figure 3 shows clearly the detail of training and 

inference process. 

3.4. Training With Self-critical Sequence 

Training 

Following [22] study, we apply Self Critical 

Sequence Training (SCST) after training 20 

epochs with Cross-Entropy Loss. SCST is the 

training strategy that models caption generation 

as a Reinforcement Learning problem. Thus, the 

RSTNet model is considered an "agent", the 

image and language features are considered 

"environment", and the learning parameters of 

the network (𝜃) are defined as "policy" 𝑝𝜃. After 

each loop, the "agent" will update its "state" 

(which are cells and hidden states, RSTNet’s 

attention matrix). An evaluation metric 

computes thereward by comparing the generated 

sequence to corresponding annotated sequences. 

Then the goal of SCST training is to minimize 

the negative expected reward function (Equation 

4): 

𝐿(𝜃) = −𝔼ws~𝑝𝜃
[𝑟(𝑤𝑠)] (4) 

Where the reward r(·) in the negative expected 

reward function is the CIDEr-D metric and 𝑤𝑠 = 

(𝑤1
𝑠, 𝑤2

𝑠, … , 𝑤𝑇
𝑠) is the sampled sequences.  To 

compute the negative reward function’s 

gradients, we follow the expressions that are 

present in the original work: 

∇𝜃𝐿(𝜃) ≈ −𝑟(𝑤𝑠)∇𝜃 log 𝑝𝜃(𝑤𝑠) (5) 

We also use baseline b - the value is 

approximately equal to the expected reward to 

reduce the variance of gradients [22]. In this 

study, baseline b is the reward from the RSTNet 

model during inference time. The final gradient 

of negative expected reward is computed by the 

Equation 6 below: 

∇𝜃𝐿(𝜃) ≈ −𝑟(𝑤𝑠 − 𝑏)∇𝜃 log 𝑝𝜃(𝑤𝑠) (6) 

In theory, using the SCST technique should 

improve the results because it optimizes the 

CIDEr metric directly via REINFORCE 

algorithm [22]. So we apply this technique to 

push the result after training 20 epochs with the 

cross-entropy loss function. 

However, through the experimental process, we 

observe that the more SCST training on the 

VieCap4H dataset, the lower the precision. 

Therefore, to achieve the best acceptable 

precision, we apply the training strategy 20 

+ 1 (i.e. train 20 epochs using the normal 

CE loss function, and train only further one 

epoch RL). The teacher forcing technique is also 
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applied in training. The results will be presented 

in Section 4.1. 

3.5. Other Hyperparameters 

Observe that the maximum length of captions in 

the public train is 54, so we set 𝑚𝑎𝑥𝑙𝑒𝑛𝑔𝑡ℎ =
54, the minimum frequency of captions 

minfreq = 5 when training. In Transformer 

architecture, we use 𝑁𝑒𝑛𝑐𝑜𝑑𝑒𝑟 = 3, 𝑁𝑑𝑒𝑐𝑜𝑑𝑒𝑟 =
3, 𝑑𝑚𝑜𝑑𝑒𝑙 = 512 and the number of attention 

heads is 8.  

During inference, we use three values 

𝑚𝑎𝑥𝑙𝑒𝑛𝑔𝑡ℎ ∈ [20, 22, 23], apply beam search 

with 𝑏𝑒𝑎𝑚𝑠𝑖𝑧𝑒 ∈ [3, 4, 5].and use 50 

submissions in public-test round to evaluate. For 

the private test, we use two values 𝑚𝑎𝑥𝑙𝑒𝑛𝑔𝑡ℎ ∈
[22, 23, 24]. 

4. Experiments 

4.1. Metric 

For evaluation, we use the Bilingual Evaluation 

Understudy (BLEU) metric, which was first used 

for evaluating the performance of the captioning 

model in [1]. This metric is also used in the 

VieCap4H challenge [3]. BLEU score is 

commonly used in machine translation tasks. In 

short, this metric calculates the difference 

between ground-truth captions and hypothesis 

captions at the n − gram level, at which n is a 

specific value. The VieCap4H challenge uses the 

average of BLEU values at n ∈ {1, 2, 3, 4} as the 

final metric. 

4.2. Main Results 

In this section, we report the experimental 

results on both public-test and private-test sets in 

two Tables 1 and 2. Our machine configuration: 

1) Processor: Intel(R) Core(TM) i9-10900X 

CPU @ 3; 2) Memory: 64GB; 3) GPU: 1× 

GeForce RTX 2080 Ti 11GiB; 4) OS: Ubuntu 

20.04.1 LTS. The experimental results show that 

X152 is more effective than X101 (+1.3581%); 

the X152++ backbone achieve higher average of 

BLEU score when compared to X152 

(+0.6519%).  
Table 1. Evaluation results on public-test set 

# Visual 

features 

Tokenizer Training 

Schedule 

Min 

freq 

Beam 

size 

Max 

length 

Average of BLEU 

(%) 

1 

 

X101 

Underthesea 20 + 5 5  

5 

 

20 

25.1919 

2 Underthesea 20 + 5 5 26.8172 

3 Underthesea 20 + 1 1 27.0318 

4 VnCoreNLP 20 + 1 1 27.5599 

5 X152 VnCoreNLP 20 + 1 1 28.918 

6 
X152++ 

VnCoreNLP 20 + 1 1 4 22 29.5699 

7 VnCoreNLP 20 + 1 1 3 23 30.3156 

Table 2. Evaluation results on private-test set 

# Visual 

features 

Beam 

size 

Max 

length 

Average of 

BLEU (%) 

1  

X-152++ 

5 22 28.0192 

2 4 22 28.5096 

3 3 24 28.5219 

4 4 23 28.6741 

5 3 23 28.858 

Two hyperparameters maxlength and 

beamsize show significant changes when 

tunning. Through experiments, the best 

hyperparameter set is (𝑚𝑎𝑥𝑙𝑒𝑛𝑔𝑡ℎ = 23, 

beamsize = 3) which achieve an average BLEU 

of 30.3156% (3rd in public-test leaderboard). 

This hyperparameter set also gives the highest 

results in the private-test set among our 

experiments, achieving 4th on the scoreboard 

(28.858%). The results on two leaderboards 

witness our solution is effective and competitive 

when compared with other solutions. 

Figure 3. The visualization of the training process of the RSTNet model. The inference is similar, but 

the input tokens fit the decoder are previous words. 
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Table 3. Public-test and private-test leaderboard 

# User name Team name Average of 

BLEU (%) 

Public-test leaderboard 

1 namnh AI Club - UIT 30.6 

2 vingovan vc-tus 30.4 

3 caodoanhuit UIT - Together 

(ours) 

30.3 

4 gpt-team VietAI 30.2 

5 khiemle AI Club - UIT 30.2 

6 coder_phuho Fruit AI Club 30.2 

7 sonhua3010 QSC 28.6 

8 attempt_solution - 26.6 

Private-test leaderboard 

1 tiendv AI Club - UIT 32.9 

2 gpt-team VietAI 30.9 

3 coder_phuho Fruit AI Club 29.3 

4 caodoanhuit UIT - Together 

(ours) 

28.9 

5 vingovan vc-tus 28.4 

6 sonhua3010 QSC 27.1 

7 NguyenNghia ViIC@UIT 26.5 

8 utension di thi 23.9 

Table 3 show results among the participating 

teams. Through experiments, the RSTNet model 

[4] has been proven to be effective in the 

VieCap4H dataset. Notably, the architecture of 

the RSTNet model is similar to other 

Transformer-based architectures, but the 

difference is the Adaptive Attention module. 

When training, besides visual signals and hidden 

states, they also consider language signals 

provided by the BERT-based model and employ 

more Multi-head attention layers to explore 

more information about these language signals. 

It can be concluded that this contribution helped 

the RSTNet becomes a robust model. Because 

we train the BERT-based model from 

PhoBERT-base pre-trained model [18], the 

RSTNet model is adapted well in the VieCap4H 

dataset with competitive results. Furthermore, 

the SCST training [22] can push the performance 

after training with Cross-Entropy loss because it 

optimizes the CIDEr metric directly by the 

REINFORCE algorithm. But this training 

strategy has its limitation. As the baseline b in 

Equation 6 is the value of the model trained with 

Cross-Entropy loss, if the model is more 

accurate when we do SCST training, the 

performance can be improved by the next epoch. 

Otherwise, the accuracy can get worse quickly. 

In the VieCap4H dataset, we find the best 

schedule for the SCST training is 20 + 1, which 

is training 20 epochs with Cross-Entropy loss 

and just one more epoch with SCST training. 

5. Lession Learned 

During the experimental process, besides grid 

features, we also tried the region features 

obtained from the RPN network at the detector 

at [8] and the specific object features that are 

finally classified (box features) by using a pre-

trained model at [16].   We found that region 

features and box features do not perform as well 

as grid features. Perhaps the detectors were 

trained on the Visual Genome dataset, which 

differs from the healthcare domain, so when 

using specific regions or objects will be very 

confusing, while using grid features to extract 

the image’s global information will work well 

with multi-domain data, so we decide to 

experiment and report on this type of feature. On 

the other hand, the VieCap4H dataset is 

extremely sensitive; small modifications can 

significantly improve or decrease the results. 

The effects that impact the results include the 

type of features, tokenizer, training and 

inference hyperparameters. Therefore, many 

experiments on these effects should be 

conducted to find a suitable solution that 

achieves competitive results on this dataset. 

6. Conclusion 

In   this   technical   report, we   report our 

experimental process and propose a 

Transformer-based solution that uses grid 

features as visual presentation and pre-training 

BERT-based model from PhoBERT-base for 

image captioning in the healthcare domain 

within the VieCap4H challenge organized by 

VLSP2021. Our results are very competitive 

with other methods on the public-test 

leaderboard. Instead of using grid features, we 

will try to extract features of specific objects 
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appearing in the image along with the 

embedding vector of object tags, which promises 

to yield better results. 
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